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Abstract: An n-vertex graph is Hamiltonian if it contains a cycle that covers all of its
vertices and it is pancyclic if it contains cycles of all lengths from 3 up to n. A celebrated
meta-conjecture of Bondy states that every non-trivial condition implying Hamiltonicity also
implies pancyclicity (up to possibly a few exceptional graphs). We show that every graph G
with k(G) > (1+0(1))a(G) is pancyclic. This extends the famous Chvatal-Erdds condition
for Hamiltonicity and proves asymptotically a 30-year old conjecture of Jackson and Ordaz.

Key words and phrases: Hamiltonicity, pancyclicity, Chvatal-Erdos theorem

1 Introduction

The notion of Hamiltonicity is one of most central and extensively studied topics in Combinatorics.
Since the problem of determining whether a graph is Hamiltonian is NP-complete, a central theme in
Combinatorics is to derive sufficient conditions for this property. A classic example is Dirac’s theorem
[14] which dates back to 1952 and states that every n-vertex graph, for n > 2, with minimum degree at
least n/2 is Hamiltonian. Since then, a plethora of interesting and important results about various aspects
of Hamiltonicity have been obtained, see e.g. [1, 11, 12, 13, 19, 25, 26, 27, 33], and the surveys [21, 28].

Besides finding sufficient conditions for containing a Hamilton cycle, significant attention has been
given to conditions which force a graph to have cycles of other lengths. Indeed, the cycle spectrum of
a graph, which is the set of lengths of cycles contained in that graph, has been the focus of study of
numerous papers and in particular gained a lot of attention in recent years [2, 3, 15, 20, 24, 30, 31, 32, 36].
Among other graph parameters, the relation of the cycle spectrum to the minimum degree, number of
edges, independence number, chromatic number and expansion of the graph have been studied.
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We say that an n-vertex graph is pancyclic if the cycle spectrum contains all integers from 3 up to 7.
In the cycle spectrum of an n-vertex graph, it is usually hardest to guarantee the existence of the longest
cycle, i.e. a Hamilton cycle. This intuition was captured in Bondy’s famous meta-conjecture [6] from
1973, which asserts that any non-trivial condition which implies Hamiltonicity, also implies pancyclicity
(up to a small class of exceptional graphs). As a first example, he proved in [7] an extension of Dirac’s
theorem, showing that minimum degree at least n/2 implies that the graph is either pancyclic or that it
is the complete bipartite graph K ». Further, Bauer and Schmeichel [5], relying on previous results of
Schmeichel and Hakimi [35], showed that the sufficient conditions for Hamiltonicity given by Bondy [8],
Chvatal [10] and Fan [18] all imply pancyclicity, up to a certain small family of exceptional graphs.

Another classic condition which implies Hamiltonicity is given by the famous theorem of Chvatal
and Erd6s [11]. It states that if the vertex connectivity of a graph G is at least as large as its independence
number, that is, k(G) > a(G), then G is Hamiltonian. The pancyclicity counterpart of this result has
also been investigated - see, e.g., [4] and the surveys [22, 34]. In fact, in 1990, Jackson and Ordaz
[22] conjectured that G must be pancyclic if k¥(G) > a(G), which if true would confirm Bondy’s meta-
conjecture for this classical instance. One can use an old result of Erdds [16] to show pancyclicity if x(G)
is large enough function of &(G). Indeed, Erdds showed that if the number of vertices in G is larger than
40*(G) (and thus, also if x(G) > 4a*(G)), then it is pancyclic. A first linear bound on k(G) was given
only in 2010 by Keevash and Sudakov [24], who showed that k(G) > 6000(G) is enough. In this paper,
we resolve the conjecture of Jackson and Ordaz asymptotically, by showing that k(G) > (1+0(1))a(G)
is already enough to guarantee pancyclicity.

Theorem 1.1. Let € > 0 and let n be sufficiently large. Then, every n-vertex graph G for which we have
K(G) > (14 ¢€)a(G) is pancylic.

We remark that the only assumption of the above theorem is that » is sufficiently large in terms of €. In
turn, the first step of the proof will be to use the old result of Erd6s mentioned before that if n > 4 (o + 1)4,
then G is pancyclic, and therefore, we can assume that n < 4(a + 1)*, which implies that « is also
sufficiently large in terms of €.

Next we briefly discuss some of the key steps in the proof of this theorem. It will be convenient for us
to consider different ranges of cycle lengths whose existence we want to show, and for each range we
have a separate subsection which deals with it. This is done in Section 3. In order to find these different
cycle lengths we will combine various tools on shortening/augmenting paths and finding consecutive path
lengths between two fixed vertices.

For example, for finding consecutive path lengths we crucially use that since x(G) > o/(G), it must
be that G contains triangles - moreover, it contains a path with triangles attached to many of its edges
(see Definition 2.3), which trivially implies the existence of many consecutive path lengths between the
endpoints of such a path. For shortening/augmenting paths, we also introduce new tools. One of them
is used to shorten paths using only the minimum degree of the graph (Lemma 2.8), while another one
augments paths using both the independence and connectivity number (Lemma 2.10). Furthermore, we
will also use a novel result proven in [15] using the Gallai-Milgram theorem, in order to shorten paths
using the independence number of the graph (Lemma 2.9). In Section 2 we present these tools, together
with some other useful results of a similar flavour. After that, in Section 3, we prove Theorem 1.1. The
general proof strategy is to find a cycle of appropriate length which consists of two paths, one of which
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has many edges to which triangles are attached. Then we apply our shortening/augmenting results to the
other path. Combining the consecutive path lengths from the first path with the path lengths obtained
from the second path (see Observation 2.2), we will get all possible cycle lengths. Finally, in Section 4
we make some concluding remarks.

2 Preliminaries

2.1 Notation and definitions

We mostly use standard graph theoretic notation. Let G be a finite graph. Denote by V (G) its vertex set,
and let 1,5, C V(G). We denote by G[S] the subgraph of G induced by S, and by E[S],S,] the set
of edges with one endpoint in S; and the other in S». Let H be a subgraph of G. We denote by G[H|
the graph G|V (H)]. A path P = (xo,x1,...,x;) of length [ is a graph on vertex set {xq,xi,...,x;} with an
edge between x;_; and x; for all i € [/]. We say that xo and x; are the endpoints of P, and we call P an
xox;-path. Given disjoint sets of vertices A, B, we say that P is a path going from A to Bif xo € A,x; € B
and x; ¢ AUB for all 0 < i < . We denote by o(G) the independence number of G. The connectivity
k(G) of a connected graph G is the minimum number of vertices whose removal makes G disconnected
or reduces it to a trivial graph (i.e., consisting of a single vertex).

Given sets Aj,A> C N, we denote by A| + A, the set of integers ¢ such that ¢ = a; 4+ a, for some
a; € Ay and a; € A,. Throughout the paper we omit floor and ceiling signs for clarity of presentation,
whenever it does not impact the argument.

Definition 2.1. Let a,b, p be positive real numbers. Given a graph G, and two vertices x and y, we say
that the pair xy is p-dense in the interval [a, b] if for every subinterval [@’,b'] with b’ —a’ > p such that
there is an integer in [¢', '], we can find an integer [ € [¢/, /'] and an xy-path in G of length /. Note that,
in particular, xy is O-dense in [a, D] if there are paths of all lengths in [a,b] between x and y.

We now give a trivial observation which will be used in the proof of Theorem 1.1. It states that appropriate
combinations of internally vertex-disjoint paths of different lengths imply the existence of cycles of many
different lengths.

Observation 2.2. Let G be a graph whose vertex set contains t disjoint sets S1,...,S; and another set of
t vertices vi,...,v; outside of | Ji_, Si. For each i € [t], let A; C N and suppose that for every i the induced
subgraph G[v;US;Uvii1] is such that it contains a v;v;y-path of length l for each | € A; (with v;41 = vy).
Then for everyl € A1 + ...+ A,, the graph G contains a cycle of length l.

2.2 Cycles and paths with triangles

One of the crucial objects which are used in our proof will be cycles which have triangles attached to
some of their edges. Evidently, one can increase the length of such a cycle by precisely one, by using the
two edges of a triangle, instead of the edge which lies on the cycle.

Definition 2.3. Define the graph (] to be the graph formed by a cycle viv,...v;v; of length [ with the
additional edges v{v3,v3vs,...,va—1var+1 (if ¥ = 0, then it is just a cycle of length /). We will refer to
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this as a cycle of length | with r triangles. Similarly define P, and refer to it as a path of length | with r
triangles, where Pg is just a vertex.

The following is an easy starting point for the existence of the graphs C; with appropriate parameters, as
subgraphs in graphs G with k(G) > a(G).

Lemma 2.4. Every n-vertex graph G with k(G) > a(G) contains a C] for all r such that 0 < r <
LMJ and some [ with 1 —2(r + 1) < max <K(
all such r.

n n . . . r
G2 T R(G)=1 ) In particular, it contains a Py, for

Proof. We will first show that G must always contain a P} /r, for v := LMJ , which can assume to

have ' > 1, since otherwise, P(()) is a single vertex and clearly exists. We construct such a path greedily.

Suppose that we have the vertices v{vovs...vy;11 Which form a Pzii, so that the edges viv3,...,Voi_1V2it1
are also present. Provided that i < /, we can augment this path as follows. Consider the set S := N (vai11) \
{v1,...,v2;}. By assumption, this has size at least 6(G) — 2i > k(G) —2r' > o(G). Therefore, it must

contain an edge vy 2Vvoi13. Clearly, vo;1vi42v2i43 forms a triangle and thus, vivavs ... vaiy1VoifoVoit3 is
a Pz"ltrlz. Continuing with this procedure until i = #/, gives the desired PJ,.

Now, fix r with the given condition. If r = 0, then take an edge xy in G. By Menger’s theorem, there
exist at least k(G) internally vertex-disjoint xy-paths in G and thus, at least K(G) — 1 of these are not the
edge xy. Therefore, there is such a path with at most W + 2 vertices, which together with the edge xy,
then creates a cycle of length at most W +2. If r > 1, by the previous paragraph, G contains a P, -
let x,y be its endpoints. By Menger’s theorem, there exist at least k(G) internally vertex-disjoint xy-paths
in G. Since at most 2r — 1 of these intersect P}, \ {x,y}, there exists one which is disjoint to P}, \ {x,y}

and contains at most =">— internal vertices. This produces the desired C. O

We can also use this type of cycle to extend the celebrated Chvatal-Erdés theorem [11].
Theorem 2.5 (Chvatal-Erd6s [11]). If for a graph G we have that x(G) > o(G), then G is Hamiltonian.

Our result states that if the Chvétal-Erd8s condition is satisfied, then we can find a Hamilton cycle with a
certain number of triangles, depending on the discrepancy between the connectivity and the independence
number.

Theorem 2.6. Every n-vertex graph G such that (G) > a(G) contains a C,, with r = {MJ

Proof. Suppose for contradiction that some / < n is maximal such that there exists a copy of Cj in G. Note
that / exists by Lemma 2.4. Order the cycle as viv, ... v;v; so that the edges vivs3,v3vs, ..., Va1 Va,1] are
also present. Since / < n, there is a vertex v not in C;. Moreover, as k(G) > a/(G) + 2r, there exist &¢(G)
paths contained in V(G) \ {vi,...,v2,}, all of which go from v to C] and are vertex-disjoint apart from the
initial vertex v. Let us denote these paths as P, P,, ... so that v; = P;NCj for j € {i1,i2,...}. Consider
the set S := {v,+1,Vi,+1,. ..} with indices taken modulo /, so that |S| > &(G). Observe (as illustrated in
Figure 1) that then there must be an edge contained in SU {v} and that any such edge can be used to
augment C; to a Cj; with I’ > [, contradicting the maximality of /. O

We finish this section with the following partitioning lemma - it will allow us to transform even cycles
found by standard density considerations into odd cycles.
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V2r+1

Figure 1: An illustration of how an edge between two elements v;, ;1,Vv;,+1 of S can be used to construct a
new Cj,.

Lemma 2.7. Let G be an n-vertex graph with K(G) > a(G). Then, there exists X C V(G) and a set of
edges E contained in G[X] such that the following hold.

. |E|> (K(G)1_6a(G)) n

* For every edge e = xy € E there is a vertex z € V(G) \ X such that xzy is a triangle in G.

Proof. First, since every vertex set in G of size at least o(G) + 1 contains an edge, every vertex v in
G is such that its neighbourhood N(v) contains a matching of size at least S(G);a(c) > K(G);a(G). Let
ri= M. For each v, fix such a matching M,,.

Now, let X be a random subset of V(G) where each vertex is chosen independently at random with
probability 1/2. Let E denote the set of edges e = xy with the following property: x,y € X and there is
some z ¢ X such that yz € M, or xz € M. Clearly, E satisfies the second condition of the lemma. We
need only to estimate the expected value of |E| in order to prove than the first condition is satisfied for
some X. Indeed, note that for an edge e = xy to be present in £ we must have that there is some z such
that yz € M, or xz € M,. Further, if at least one of these options holds, it is clear that then PlecE) > %;
since that is the probability that x,y € X and z ¢ X. To finish, note that the number of such edges is at
least ¥, 2|M,| = ¥, |M,| > nr. Indeed, for each vertex x € G, every vertex y in the matching M,, gives
such an edge xy, but since we possibly double counted (x might be in the matching M, ), the total number
of such edges is at least 1 ¥, 2|M,|. Hence, E[|E|] > nr/8, so there must exist such an E with |E| > nr/8
as desired. O

2.3 Path shortening/augmenting tools

In this section, we describe some tools for shortening paths. First, we show the following lemma which
uses only the minimum degree of the graph.

Lemma 2.8. Let G be an n-vertex graph, 6 := 6(G) and let P be a path in G with endpoints x,y such
that |P| > 20n/8. Then there is an xy-path P’ such that |P| —20n/6 < |P'| < |P|.
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Proof. Suppose for sake of contradiction that no such path P’ exists. Let P := viv,...v;_1v; with
vy = x,v; =y and let <p denotes the given ordering of the path P as vi <p v» <p ... <p v;. Since
|P| > 10n/d, we can partition P into sub-paths Q1, 0>, ..., O such that |Qx| < 10n/68 and |Q;| = 10n/6

for all i < k. Moreover, we have k = [%1. Now, take a subset Q) C Q; of size [|Q1]/3]| > 3n/8 such

that no two vertices in Q] are at distance at most 2 in P. Consider then the set of edges incident to 0],
that is, E[Q],V (G)]; by the minimum degree condition, there are at least |Q' |- 8 > 3n such edges.

Now, clearly there cannot exist an edge spanned by Q; other than edges of P since this edge could
be used to shorten P by at most |Q;| < 10n/8. Hence, e(Q, Q1) < 2|Q]|. Similarly, the following must
hold.

Claim. ¢(Q/,V(G)\P) <n—|P|.

Proof. Suppose otherwise. Then there is a vertex v € V(G) \ P with at least 2 neighbours in Q) - denote
these by u,w. Note that since by construction u,w are at distance at least 2 and at most |Q;| < 10n/6 in
P, this is a contradiction, since it produces the desired P’ by substituting the sub-path of P between u and
w by the path uvw. O

To give an upper bound on the total number of edges incident to Q) which are contained in V (P), we also
use the following claim.

Claim. Forall i > 1, we have e(Q},Q;) < |0} +Qil-

Proof. Suppose otherwise. This implies that there is a cycle in G[Q}, Q;] and hence, there must exist two
crossing edges in this bipartite graph, that is, edges a;b; and axb;, with a; <p a, and both in Q’l, and
by <p by both in Q;. These can clearly be used to shorten P (see Figure 2) by at most |Q1|+|Q;| <20n/3,
which is a contradiction as it produces the desired P’. O

a; ar by by

Figure 2: Shortening of the path P using the crossing edges a;by and a,b,. The resulting path is P’ and is
drawn in red.

The above claim implies that

Y e(01,0:) < Y (1211 +10i) < (k= 1)|Qi] + (IP| = |01]) < 2[P| - 2|04 ].
i>1 i>1

To conclude, we now must have the following

e(01,V(G)) = e(01,01) +e(Q),V(G)\P)+ ) e(Q),0:) < 2|0 |+ (n— |P|) + (2P| - 2|0} ) < 2n.

i>1

which contradicts the previous observation that e(Q/,V(G)) > 3n. O
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Conversely, the following lemma gives a way to shorten a path using only its independence number.
It was proven in [15] and was used to solve an old conjecture of Erdds [16] - see Proposition 2.9 in [15]

andletU:(bandc:w.

Lemma 2.9. Let G be an n-vertex graph with independence number @, let P be a path in G with endpoints
x,y such that |P| > 4. Then there is an xy-path P’ such that |P| — [20a?/|P|] < |P'| < |P|.

We finish this section with a lemma which contrarily to the previous lemmas, will allow us to slightly
augment a path between two vertices. Furthermore, it will use both the connectivity and the independence
number of the graph, and it will be used when the size of the path P we are considering is not suitable to
apply the first two lemmas of this subsection.

Lemma 2.10. Let G be an n-vertex graph with connectivity K and independence number o, and let r € N
be such that 2r < Kk — &. Let P be a path in G with endpoints x,y and with |P| < n. Then, there is an

xy-path P' such that |P| < |P'| < |P|+ r provided that |P| > 82, and o > r > 8¢ . max <1, %).
Proof. Consider a vertex u not contained in P and write P as v{v;...v; with x =v;,y = v;. By Menger’s
theorem, there exist min(x, |P|) paths going from u to V(P) which are vertex-disjoint apart from the
vertex u. Let S C V(P) be the endpoints of these paths, and for each v; € S let P; denote the corresponding
path from u to v;.

We first consider the case when S = V(P). Note that for all i, since v;,v;1| are consecutive in P, we
can substitute the edge v;v;1; by the paths P, P, to form an xy-path of length |P|+ |P,| + |Py1| — 1.
Hence, if |P| + |P1| < r for some i, then we have constructed the desired P'. Otherwise, at least half of
the paths P; with i < 207“ have |P;| > r/2. Moreover, we can assume that the P, are induced paths since if
not, their length can be shortened. Let S’ be the set of vertices v; which are the endpoints of those paths,
and note that |§'| > 107“. For each such P, let Q; denote the subpath of P; formed by its r/4 vertices in
positions r/4+1,...,r/2, viewed in the direction v; — u. Since Q; is an induced path, it contains an
independent set /; of size |Q;]|/2 > r/8. Then we have

Ui

nt
> |85 > o,
, 8
v;eS’

hence there is an edge (u,,up) between I, and I, for some v,, v, € . This now completes the proof, as we
can replace the part of the path in P between v, and v;, by the path obtained by concatenating the v,u,-path
in P,, the edge u,u;, and the upvp-path in Py, thus obtaining a path of length at least |P|+2-r/4 — 207“ > |P|
and at most |P| +2 - 5 which completes this case.

Let us now consider the case when |S| = k. First we show the following simple claim.

Claim. [f at least a+ 1 paths P; are such that |P;| < r/2, then such a P’ exists.

Proof. For each one of the endpoints v; € V(P) — {y} of the paths P, let v\ denote its neighbour on P
which is closer to y. Let X be the set of those at least & vertices, together with the vertex u. Then there is
an edge between two vertices in X. This gives an xy-path which is strictly longer than P, but by at most r
(see Fig. 3 for an illustration of this operation). O
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Figure 3: The first figure is for the case that the edge is in X \ {u} (an edge vgv;-) and the second figure is
for when the edge contains u (an edge Viu).

By the above claim, we can assume that at least k — o vertices v;, € § are such that |P;,| > r/2 - and
moreover, we can assume that they are induced paths (since otherwise they can be shortened). Let S’ be the

set of those vertices in S, so that |S'| > x — o.. Now, by letting r = ((’)ca\z\)
10a

vertices in §’. By repeating the argument

we conclude by averaging that P
contains an interval Q of length ¢ with at least 3P| P‘ (k—oa) =

above — finding the independent sets I; C P, for each of the 19¢ paths P, which end in Q, and then finding
an edge between a pair I; and /; — we get a path P/ of length atleast |P| — Q| +2-7 > |P|—t+ 5 > |P|
by our assumption on r, and length at most |P| +2- 5, which completes the last case of the proof

O

3 Proof of Theorem 1.1

Let € > 0 and for convenience we may assume that € is sufficiently small so that all our calculations go
through. Suppose that n is sufficiently large in terms of € and that ¥ > (1 + €)o. Let G be a graph on n
vertices, let & denote its independence number and K its connectivity number. This immediately implies
that « is also sufficiently large in terms of € since otherwise, we would have n > 4(a + 1)* which by an
old result of Erd6s [16] would already imply pancyclicity.

.« min [ 10°n 100«
Upper range: min ( portia ) ton

10°n IOOa
2Kk’

We will first construct cycles of all lengths from m := min ( ) to n. First, apply Theorem 2.6

10 " then we also have

to G, which implies that it contains a C;' with r; = €o/2. Note that if m =
r > % =: 1y, since in that case 1802—; < @. Hence, in that case G trivially contams Clz.

Now, let us denote the Hamilton cycle in C), by vivs...v,vy, with the edges v(v3,v3vs, ..., Vo, 1V2r+1
present, where r = ry if m = M ,andr=ryif m= 10—" Let Q denote the path viv;...v2,41, and let

P denote the path vy, 1vo12. vnvl Note that in the subgraph G[Q], the pair vivy, is O-dense in the
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interval [r, 2r]. We will now show that the same pair is r/2-dense in the interval [m — 2r,n] in the graph
G|[P]. Observation 2.2 then implies that G contains cycles of all lengths from m to n.

In order to show that v;vy,4 is r/2-dense in the interval [m — 2r,n| in the graph G[P], a simple
application of either Lemma 2.8 or Lemma 2.9 suffices, depending on where the minimum m is attained.
Indeed, let G’ := G[P] and note that it has minimum degree at least 8’ > §(G) — (2r—1) > k—ea > (1—

e)x and o(G') < a. Assume first that m = 10 < 109 | which implies that 20n/8’ < 20n/(1—¢€)k < r/2.
Therefore, we can apply Lemma 2.8 to find a v2r+1v1 -path P' in G’ such that |P|—r/2 < |P|—20n/d’ <
|P'| < |P|. Further, we can repeat this on P’ and continue applying Lemma 2.8 in such a manner, until we

. S
are left with a path on at most 18% -

of the lemma, we will have that the path will be of size at least 18%51;1 —2r> % — 20% >20n/06’'. This
10°n

— 2r vertices. Note that we can do this, since for every application

implies that vivy,4 is r/2-dense in the interval { —2r, n} as desired.

Assume now that 16%—; > %. Then, we can apply Lemma 2.9 to find a v,,vi-path P’ in G’ such
that |P| —r/2 < |P| — [2002/|P|] < |P'| < |P|. We can repeat this on P’ and iteratively apply the same
lemma in such a way, until we are left with a path Py with at most % —2r= @ ea> 99—“ vertices,
so that for all previous paths P in this iteration we have [20a?/|P|] < r/2. This shows that VIV2ril 1S

r/2-dense in the interval [% —2r, n] as desired.

Middle range: max (¢o,/4000,n/0) to min (10 n 1000‘)

€

We will now consider the middle range of cycle lengths. First, observe that we may assume that

max(g0/4000,n/a) < min (18(;':’, 100“) as otherwise this range is empty. Hence we have that n/o <

1000 /€, which is equivalent to ¢ > 15+/€n. Further, we have £a/4000 < 18(; -, and since we have k > a,

this gives o < 10°/n/€3. Observe that this implies that & = @¢ (\/n).
Now, first observe that by Lemma 2.4, G contains a Clzr with r = £!% = @, (/n) and with [ such that

n n n
ary1<i<—"  qary2< " 110e0a<
SIS a1 T T S e =

where we used that 10°\/n/€3 > o > 5\/€n.

Note that this cycle Clzr can also be viewed as a C] by omitting some triangles, which we do so that
we have at least [ — 2r > r vertices not among the triangles. Let P then be the path consisting of the first
2r+ 1 vertices of this C] (recall that P forms a Pj,), and let P’ be the other path inside of the cycle with
the same endpoints, denoted by x,y - so that |P'| =1—2r > r.

We will iteratively apply Lemma 2.10 to the path P’ inside of the graph G’ = G — (V(P) — {x,y}),
with parameter r defined as above, and connectivity k' > k — |V (P) — {x,y}| > k¥ — 2r. Indeed, note
that P’ satisfies the conditions of Lemma 2.10. Indeed, since n is sufficiently large in terms of €, we
have [P'| > r > 892 ‘while @ > r > 802 [i/‘a (since |P'| <1< n/a)and ¥’ > ot + 2r. Thus, there is an
xy-path P in G’ Wlth |P'| < |P"| < ]P’\ +r.

We can continue applying Lemma 2.10 to the newly obtained path (now P”) inside of the same graph
G, each time getting a path which is longer by at most r than the previous one. Note that the conditions
of the lemma are still satisfied as long as the current path is of length at most % (again, since n is
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sufficiently large in terms of €). This implies that the pair xy is r-dense in [/ —2r, 100 /€] in the graph G'.
Now, since xy is also O-dense in [, 2r] in G[P], this gives all cycle lengths in [/, 100 /€] D [n/a, 1000/ €]
by Observation 2.2, as desired.

Lower range: 3 to max(ea/4000,n/a)

To finish the proof of Theorem 1.1, we now deal with the lower range. Let us first show that G contains
the three smallest cycles.

Claim. G contains a Cs, a C4 and a Cs.

Proof. Note that G contains Cs since §(G) > k > o+ 1, so the neighbourhood of a vertex necessarily
spans an edge. Suppose now for sake of contradiction that G does not contain a C4. Then, it must be
that for every vertex v, the graph induced by its neighbourhood G[N(v)] has maximum degree 1 - indeed,
otherwise it contains a path on three vertices, which together with v forms a C4. Moreover, this implies
that N(v) contains an independent set I, of size at least [N(v)|/2 > /2 > (1 4+ &)a /2. Now, take two
adjacent vertices u,v in G. Since G contains no Cy, it must be that |1, N 1,| < 1 and thus, (I,AlL) \ {u, v}
has at least (1 +€)a —3 > a vertices. To finish, note that there can be no edge between I, \ {v} and
I, \ {u} since together with uv it would form a C4. Hence, the set (1,Al,) \ {u,v} is an independent set of
size larger than o, which contradicts the assumption on G.

Finally, suppose for sake of contradiction that G contains no Cs. Much like before, note that it
must be that for every vertex v, G[N(v)] has no path on four vertices since this together with v forms
a Cs. Therefore, N(v) contains an independent set I, of size at least [N(v)|/3 > k/3 > (1 +¢€)o/3.
Now, take a vertex v, and let x;y,x2y2,x3y3 be disjoint edges contained in N(v) - note these exist since
IN(v)| > k¥ > oo+ 7. Consider also the neighbourhoods N(x;),N(x2),N(x3) and note that they must be
disjoint (except for v) — indeed, if e.g., z € N(x;) N N(x) then vy x;zxpv is a Cs (see Figure 4 for an
illustration). Note also that there cannot exist an edge zz’ with z € N(x;),z’ € N(x;) for some i # j -
indeed, then vx;zz'x ;v is a Cs. Concluding, note that it must be that I, U, Uy, is an independent set and

has size at least |Iy,| + | L, | + || > a, which is a contradiction. O
x|
z
1%
Y2
x3
3

Figure 4: An illustration of the cycle vy;x;zxv.

For the remaining cycle lengths, it is necessary to consider two cases, depending on whether n/c is larger
than €0 /4000 or not.
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Case 1: n/o > €0,/4000

This implies that n > ea? /4000. Showing that G contains all cycles of lengths between 6 and 1/ boils
down to the study of cycle-complete Ramsey numbers. Namely, the cycle-complete Ramsey number
r(Cy, K;) is the smallest number N such that every graph on N vertices either contains a copy of C; or an
independent set of size s. The following result of Erd6s, Faudree, Rousseau and Schelp [17], along with a
more recent result by Keevash, Long and Skokan [23] cover the mentioned range of cycle lengths we
need.

Theorem 3.1 ([17]). Let [ >3 and s > 2. Then r(Cp,K,) < ((1—2)(s'/*+2) +1) (s — 1), where x =
15

The next result by Keevash, Long and Skokan gives the precise behaviour of cycle-complete Ramsey
numbers in a wide range of parameters, and proves a conjecture from [17].

Theorem 3.2 ([23]). There exists C > 1 so that r(C,Ky) = (I —1)(s— 1)+ 1 fors >3 and | > Clolgolgosgs.

Note that since G contains no independent set of size larger than o and n > £a? /4000, and by assumption
« is sufficiently large in terms of €, Theorem 3.1 implies the existence of a cycle of length [ for every
[ € [6,log ], while Theorem 3.2 covers the range of [loga,n/o].

Case 2: n/o < €0/4000

This implies that o > 40+/n/e. We need to find all cycles from 6 to £a/4000. For this, we use the
following classic result by Bondy and Simonovits.

Theorem 3.3 ([9]). Let G be an n-vertex graph with e(G) > max(20In'*'/! 200nl). Then, G contains a
cycle of length 21.

We can now use this together with Lemma 2.7 to get the desired cycle. Indeed, apply this lemma to
G to obtain a set X and edge-set E of edges contained in X, such that |E| > £2% -n > ean/8, and for
every edge xy € E there exists z € V(G) — X such that x,y and z form a triangle. Let G’ := (X, E) be the
graph consisting of these edges. Observe that it is sufficient for us to show that for all 3 </ < ga /4000,
there is a cycle of length 2/ in G’ - indeed, such a cycle can then be transformed into a cycle of length
2/ +1 in G by substituting an edge xy of the cycle by the path xzy which is guaranteed to exist by
Lemma 2.7. Finally, we find these even cycles in G’ by applying Theorem 3.3, which gives cycles of
lengths 21, for any [ such that max(200nl,20in'*1/") < ean/16. Since a > 40+/n/€ and n is sufficiently
large in terms of &, this holds for all / € [3,ea/4000]. Indeed, for the first inequality note that for
each such / we have 200n! < ean/20. For the second one, note that if [ < log?n then the inequality
20In" Y/t < 20In*3 < gon /16 trivially holds since o > 40\/% and n is sufficiently large in terms of
&; on the other hand if / > log?n, then 20/n'*!/! < 401 which is clearly less than on/16 for [ < 0ot /4000.
O

4 Concluding remarks

In this paper we showed that if a graph G satisfies K(G) > (14 o0(1))(G) then G is pancyclic. Moreover,
the o(1) error term can be made to be a(G) ¢ for some small constant ¢ > 0. This extends the classic
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theorem of Chvital and Erdds, which states that k(G) > a(G) implies that G is Hamiltonian, confirming
asymptotically Bondy’s meta-conjecture for this celebrated result. Nevertheless, it would be very
interesting to prove the Jackson-Ordaz conjecture in full generality, or at least to show that it holds when
k(G) > o(G) + C for some constant C > 0.

Note added. Eight months after we posted our paper, Shoham Letzer [29] proved the conjecture of
Jackson and Ordaz for large graphs.
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Effective Counting in Sphere Packings
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Abstract:  Given a Zariski-dense, discrete group, I', of isometries acting on (n+ 1)-
dimensional hyperbolic space, we use spectral methods to obtain a sharp asymptotic formula
for the growth rate of certain I'-orbits. In particular, this allows us to obtain a best-known
effective error rate for the Apollonian and (more generally) Kleinian sphere packing counting
problems, that is, counting the number of spheres in such with radius bounded by a growing
parameter. Our method extends the method of Kontorovich [Kon09], which was itself an
extension of the orbit counting method of Lax-Phillips [LP82], in two ways. First, we
remove a compactness condition on the discrete subgroups considered via a technical cut-
off and smoothing operation. Second, we develop a coordinate system which naturally
corresponds to the inversive geometry underlying the sphere counting problem, and give
structure theorems on the arising Casimir operator and Haar measure in these coordinates.

Key words and phrases: Orbital counting, Spectral theory, Automorphic representations

1 Introduction

The purpose of this paper is to give improved error estimates on the counting problem for Kleinian sphere
packings (and discrete counting methods more broadly). A packing P of S” (thought of as the boundary
of hyperbolic (n+ 1)-space, H""!) is an infinite collection of round, disjoint balls whose union is dense in
S". Following [KK23], such is called Kleinian if its residual set (left over when the interiors of the balls
are removed) agrees with the limit set of some discrete, geometrically finite subgroup, I', of isometries of
H"+!. A familiar example is the classical Apollonian circle packing in n = 2, see e.g [Kon13] for more
background and see Figure 1 for an example.
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Figure 1: A classical Apollonian circle packing in the sphere S*. Note that the union of balls in the
packing is dense in S?. (Image by Ivdn Rasskin.)

Let P be a given Kleinian sphere packing. For a sphere S € P, let b(S) denote its bend, that is, its
(signed) inverse-radius; this is determined after a choice of coordinates on S”, and in particular a choice
of a point at o (see §4). The Counting Problem is to estimate the number

Np(T):=#{SeP:b(S)<T}

of spheres in P with bend bounded by a parameter T — oo. If the packing P is bounded, that is, the chosen
point at infinity is contained in the interior of some ball, then Ny (T') is finite for all 7'; otherwise one can
count spheres restricted to a bounded region (such as a period, if the packing is periodic). Let § = dim(P)
be the Hausdorff dimension of the residual set of P.

For the classical Apollonian packing, it is known that 6 ~ 1.3 (in general one has n — 1 < é < n).
In this setting, Boyd [Boy73] showed that Ny(T) = 79+0(1) which was improved in Kontorovich-Oh
[KO11] to an asymptotic formula, Np(T) ~ cpT?, where ¢y is a constant depending on the packing P.
An effective power savings error rate was shown in [Vin12] and [LO13] independently. These tools and
results have been generalized by many authors (see, e.g., [Kim15, MO15, Pan17, EO21]). In this paper,
we introduce a new method, modifying the approach in [Kon(09], to produce a best known error exponent
in the Counting Problem (including the classical Apollonian case).

The error exponent involves the spectrum of the hyperbolic Laplacian A acting on L2(T'\H"*!) where
I' is the symmetry group of the packing. From work of Lax-Phillips [LP82], Patterson [Pat76], and
Sullivan [Sul84], we have that the Laplace spectrum consists of a discrete isolated bottom eigenvalue
Ao = 0(n— 9), then possibly a finite number of further discrete eigenvalues in the “exceptional” range,

Ao <A << N <n/4, (1
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and purely continuous spectrum above n? /4. (It was suggested by Sarnak [Sar07] that, in the case of the
classical Apollonian packing, k = 0, that is, there are no other discrete eigenvalues below 1 except the
bottom.') Write A; = 5;(n—s;) withn/2 <s; < 8.

These eigenvalues also correspond to the parameters of spherical complementary series representations
occurring in the decomposition into irreducibles of L?>(I"\G), where G = SO(n+1,1), see §2.2. We
assume throughout that no nonspherical complementary series representations arise in this decomposition.
This holds automatically for circle packings, that is, when n = 2. Minor modifications are needed to
handle the general case, leading to potentially worse error terms, see Remark 7.

Theorem 2. Given a Kleinian packing P as above, there exists a constant cp > 0 such that:
Np(T) =cpT? (14+0(T™M)) 3)

as T — oo, where

=3, 4)

If there is no discrete spectrum other than the base eigenvalue, then we have that
Np(T) = cpT? (1 +o (T_"(log T)2/<"+3>>) :

where n = %(5—11/2).

For the classical Apollonian packing (n = 2), our error exponent is ) = 2(8 — s1), and if there are no
discrete eigenvalues above the base then n = %(5 —1)~0.12..., whereas the best previously known

exponent [LO13, Theorem 1.1] was:
2
=—(0— 5
n 63 ( S1 )7 ( )
and if s = n/2, this exponentis ) = Z (8 — 1) ~ 0.0097. Hence (4) is a significant improvement over

).

Remark 6. Counting with a smooth cutoff and extracting all of the lower order terms corresponding to
eigenvalues other than the base, we obtain the best possible error exponent N = 6 —n/2 (see Theorem
61), which improves over the smooth error exponent in the Apollonian case N = %(5 —1)in [LOI3,
Theorem 8.2].

Remark 7. If we remove the assumption that there are no nonspherical complementary series representa-
tions occurring in L*(T\G), then our method gives the weaker error term in (3) with 1 = % (6—(n—1)),
that is, replacing s| in (4) with n — 1, see Remark 79. With more effort, this error term could be improved,

see [EO21].

The proof of Theorem 2 introduces two new technical ideas: first, of independent interest, we
overcome difficulties in the “abstract spectral theory” method of [Kon(09] arising from a non-compactness
condition (see the discussion below), and second, we introduce a new decomposition tailored to sphere
counting problems and derive structure theorems for the arising Casimir operator and Haar measure.

'Added in print: Sarnak’s question has now been answered in the affirmative [KKL23].
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1.1 Ideas in the Proof

Previous Approach: To explain the main ideas, we first recall the method introduced in [Kon09],
which itself is modeled on [LP82]. Consider the following related but simpler to exposit problem. Let
I' < SL,(R) be a discrete, Zariski dense, geometrically finite subgroup, with critical exponent or > 1/2,
acting on the upper half plane H?, and assume that oo is not a point of approximation for I'. This last
condition implies that either oo is a cusp of I" with stabilizer I'. (in which case the limit set is periodic),
or oo is not in the limit set of I" (and hence the limit set is bounded). Either way, consider the problem of
counting

Nr(T):=#{(95) eT\[: *+d* < T}.

(The Lax-Phillips work counts a® 4+ b* +c? +d? < T, and new ideas are needed to handle the potential
stabilizer when counting ¢ 4 d°.) The assumption that o is not a point of approximation assures that the
set of such ¢? + d? is discrete, and hence this count is finite for any 7. The main idea, as sketched below,
is to use a particular function of the Laplacian to grow balls of size T from balls of bounded size.

In this subsection, write G = SLy(R), N = {(} §)}, (so that '.. = 'NN) and K = SO(2), and let

xr:G—=R:(40) = T2 pop ®)

be the indicator function of the region in question in G. Note that Y7 is left-N-invariant and right-K-
invariant, and let

Fr:T\G/K—R:g— Y xr(v3),
YL\

so that Nr(T) = Fr(e). As observed in [Kon09], Fr is in L*(I'\G/K) = L*(I'\H) if and only if o is a
cusp of I'. To access the value of Fr at the origin, we let ¥ be a smooth bump function about the origin in
G, and automorphize it to ¥'(g) := Y,er W(¥g). Then, we can write a smooth approximation of Nr(T') as

Nr(T) := (Fr,¥)r

where the inner-product is with respect to L?(I"\H). Now suppose we take the inner-product of Fy with
an eigenfunction of the Laplacian ¢, with eigenvalue A = s(1 —s). Then, solving a second order ODE,
we would have that

(Fr,¢)r = aT* +BT', )

for some o and B depending on ¢. The key idea of [Kon09] is then to rewrite (9) in a way that involves
the eigenvalue only, and not the coefficients o, B of the eigenfunction. This is achieved by setting T = 1
and T = b (for some b < 10, see §3.1) in (9) and solving for a, f3, to give an expression of the form:

(Fr,¢) = Kr(s)(F1,9) + L (s)(Fp, 9),

for some functions K7, Ly. This then allows one to prove the “main identity”, which states that, in the
sense of L2, we have:
Fr =Kr(A)Fi + L7 (A)F,.

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):15-52, 2024 18


https://jamathr.org

EFFECTIVE COUNTING IN SPHERE PACKINGS

This is exactly what we mean by “growing” the ball of radius 7" from the Laplacian and bounded norm
balls. It is this identity that can be proved rigorously even in the absence of explicit Whittaker expansions
and spectral decompositions.

New Ideas: Much of this approach fails if I" does not have a cusp at o, and the main purpose of
[KO12] was to bypass this “PDE” approach and replace it with homogeneous dynamics, at the cost of
worse error terms. The main new ideas of this paper allow us to recover the PDE approach (and then
extend it to the Kleinian setting).

The first issue is that Fr is not in L?. The observation which eliminates this issue (made already in
[KO12]) is to add a second cut off in the N-direction without losing any of the orbit, since the limit set is
anyway bounded; this adds compactness in the x-variable, restricted to some sufficiently large interval
[—X,X]. Now we again unfold the inner product (Fr, ¥)r leading to the following integral:

//%T 2)xx(z ()dx

We proceed with harmonic analysis on [—X,X]| x (0,e0). However this truncation requires a delicate
smoothing procedure to avoid introducing boundary terms in the analysis of the Laplacian. Once this is
accomplished, the proof follows in a similar fashion. See §3.1 for the details.

In addition to overcoming the restriction in [Kon09], this SL,(IR) result is of independent interest,
and improves on [KO12, Theorem 1.8] which used methods from homogeneous dynamics to count
Pythagorean triples.

In the Kleinian Setting: There are several further modifications and innovations needed to extend
the above-described SL;(IR) approach to the setting of orbits in circle/sphere packings. In the previous
setting, the stabilizer of y7 in (8) was left-N and right-K invariant, and so it was natural to use Iwasawa
coordinates SL,(R) = NAK. In the setting of sphere packings, one counts spheres in the orbit SyI" with
bend less than T'; here S is a fixed (n — 1)-sphere in R? = R" U {eo} = 9H"*! and ' < G = SO(n+1,1)
is a symmetry group of the packing, acting on the right by Md&bius transformations. The analogous
function y7 is given by:

xr G = Rig Lipsog)<rys

where again b(S) is the bend of a sphere S. This function is left-H invariant, where H = Stabg(Sy) =
SO(n, 1); it is also right invariant under the group L of rigid affine motions, since neither translating nor
rotating a sphere changes its bend. The latter decomposes further as L = UM, where U is a one-parameter
unipotent group (which controls the co-bend, defined to be the bend of the inversion of a sphere through
the unit sphere), and M = SO(n) rotates the sphere about the origin. It turns out that H M = SO(n— 1),
and thus we set My := M/(H N M) = S"~!. The subgroup of G which directly controls the bend is also a
one-parameter unipotent group we call U, leading to the map:

HxUxUxM; — G,

which is an isomorphism in a neighborhood of the identity; see §4.2 for details. An important feature of
this decomposition is the fact that the Haar measure of G in these coordinates decomposes as a product
of H-Haar measure on the H component, times the M;-Haar measure on the M; component, and times
something depending only on U and U; see §4.4. Moreover, in the proof, we only need the Casimir
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operator restricted to left-H- and right-M-invariant functions, for which we derive a nice, concise explicit
expression in any dimension; see §4.5.

LetI'; :=I"N H denote the stabilizer of Sy in I'. It follows from the Structure Theorem for Kleinian
packings [KK23, Theorem 22] that I'; is a lattice in H (that is, it acts with finite covolume); this fact
will be used crucially in our analysis. The finiteness of the volume of I';\H is analogous in the SL,(R)
setting to the finiteness of the volume of K, though the latter is trivial since K is compact. Note that we
acted on the left in SL,(R) and it is more convenient to act on the right for sphere packings.

In the SL, (R) setting, the N direction was unbounded and required a cut-off. Analogously here, the
U-direction is unbounded; this can be controlled via a similar truncation procedure by invoking the fact
that the limit set is bounded in the U direction, see Lemma 64.

Remark 10. Note that if the stabilizer of P contains a full rank unipotent subgroup then the methods of
[Kon09] may be applied directly. For the existence of such, see [KN19].

1.2 Organization

In section 2 we collect some preliminaries. In section 3, we warm up to the counting theorem and
illustrate the main ideas by proving a result analogous to Theorem 2 in the SL;(R) setting. In section 4,
we switch to the general SO(n+ 1, 1) setting, and derive the Haar measure, and Casimir operator in the
above-described coordinate system. Finally, in section 5 we prove Theorem 2.

2 Preliminaries

2.1 Lie algebras and the Casimir Operator

We collect here some standard facts about the group G = SO°(n+1, 1) (where o denotes the connected
component of the identity), and its Lie algebra g = Lie(G) of dimension d := dim(g) = (n+1)(n+2)/2.

In general, Casimir operators generate the center of the universal enveloping algebra U(g). In our
rank-one setting, we can compute the Casimir operator C as follows. Let Xi,...,X; be a basis for the Lie
algebra g, and let X', ..., X be a dual basis with respect to the Killing form:

B(X,Y) = Tr(Ad(X) o Ad(Y)),

that is, B(X;,X ]’f) = 1y;—jy. Then the Casimir operator can be expressed as

C=

d

i=1

Since the elements of the Lie algebra act like first order differential operators, the Casimir operator acts
as a second order differential operator on smooth functions on G; see §4.5 for a detailed calculation in
our setting.

Let K = SO(n+ 1) < G be a maximal compact subgroup. When restricted to K-invariant smooth
functions on G, the Casimir operator C agrees (up to constant) with the hyperbolic Laplacian A under an
identification G/K = H"*!,
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2.2 Decomposition of L?(I'"\G) into irreducibles

Let I' be a discrete, geometrically finite, Zariski dense subgroup of G. Given Iwasawa coordinates
G = NAK, let M = SO(n) be the centralizer of A in K. The group G acts by the right-regular representation
on the Hilbert space 3 := L?(I"\ G) of square-integrable I"-automorphic functions. Recalling the standing
assumption that H does not weakly contain any nonspherical complementary series representations, the
space JH{ decomposes into components as follows:

H=HoDH D ®H; @ FHempered, (11)

Here each J{; is the G-span of the eigenfunction corresponding to the eigenvalue A; = s;(n—s;) in (1),
each of which is an irreducible spherical complementary series representation with parameter s; > n/2,
and F'emPered denotes tempered spectrum. Moreover, the subspace ng( of K-fixed vectors in JH; is
1-dimensional, and spanned by the corresponding eigenfunction in L2(I'\H"*!) = L.2(I"\ G)X. In general,
nonspherical complementary series representations can only occur if n > 3 and parameter s < n — 1
[KnaOl].

2.3 Abstract Spectral Theorem

We recall the abstract spectral theorem (see for example [Rud73, Ch. 13]) for unbounded self-
adjoint operators. Let L be a self-adjoint, positive semidefinite operator on the Hilbert space J{. In our
applications J{ will be either L?(I"\G) or a subspace thereof and L will be the Casimir operator.

Theorem 12 (Abstract Spectral Theorem). There exists a spectral measure v on R and a unitary spectral
operator ~ : H — L*([0,0),dV) such that:

[label = )JAbstract Parseval’s Identity: for ¢1,¢, € H

(01,02)3¢ = (D1, 02) 12((0,00) av) (13)

The spectral operator is diagonal with respect to L: for ¢ € H and A > 0,

Lo(A) =Ap(A); (14)

Moreover, if A is in the point specturm of L with associated eigenspace 3, , then for any yi, y» € H
one has

Vi(A)¥a(A) = (Projs, w1, Projs, y2), (15)

where Proj refers to the projection to the subspace J(; . In the special case that J{, is one-dimensional
and spanned by the normalized eigenfunction ¢, , we have that

ViA)Wa(A) = (w1,01)(01, v2). (16)
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3 The SL,(R) Case

In this section, let G := SL,(R) and I" < G be a Zariski dense, finitely generated, discrete subgroup with
Or > 1/2. The goal of this section is to prove Theorem 18 below, that is, to improve on [KO12, Theorem
1.11] by extending the proof of [Kon09, Theorem 1.3 (1)] to the setting where I is trivial. This will
serve as a model for the method that we will generalize to higher dimensions in the rest of the paper.

Again, from work of Lax-Phillips [LP82] and Patterson [Pat76] we have that the Laplace spectrum
below 1/4 consists of a finite number of discrete eigenvalues

M=6r(1-0r) <A < - <A <1/4 (17)
Write Aj :Sj(l —Sj) with sj € (%,1).

Theorem 18. Ler G := SLy(R) and I < G a Zariski dense, finitely generated, discrete subgroup with
or > 1/2. Assume that « is either a cusp for I with stabilizer I's, or oo is not in the limit set of T. Then
there exist constants co > 0, cy,...,cx, and 1 > 0 such that as T — oo

Nr(T):=#{(9}) €T\ *+d* < T}

(19)
= C0T5F —|—c1Ts1 +--. _|_CkT5k + O(Tn 10g1/2 T),

with n = %(SF + %) (Of course some of the lower order “main terms”, if any, may be dominated by the
error term.)

Remark 20. The case where oo is a cusp is the content of [Kon09, Theorem 1.3 (1.5)], so we assume
below that o is not in the limit set of T.

Remark 21. Note that in this case, since we are counting points in H> (which is K invariant) we can
extract all lower order terms corresponding to eigenvalues other than the base.

Remark 22. The corresponding error term in [KO12, §4.1] is significantly worse (and not even explicitly
specified) as compared to Theorem 18, due in part to much worse dependence on Sobolev norms of the
corresponding test vectors.

To begin the proof, we proceed as described in the Introduction. For g = (f Z) € G, let

(23)

1 if+d*><T,
xr(g) =

0 otherwise.
Under the identification G/K ~ H (where K = SO(2)), g — z = gi, Xr corresponds to the condition
S(z) > 1/T.

Now average yr over the group I':

Fr(g):=Y xr(ve). (24)
vell
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such that the count in (19) can be written as Nr(T) = Fr(e).

To access the value of Fr at the identity, we follow the standard procedure of smoothing the count.
To this end, we fix once and for all a smooth, even, nonnegative, compactly supported bump function
v € C5(R) with unit total mass, [ y1dx = 1. Given € > 0, we set e (x) := 1y (2). Write Iwasawa
coordinates as n, := (} ¥) € N, a, := Diag(y/y,1/,/y) €A, and k € K = SO(2), and by abuse of notation,
write ¥ : G — R, as follows:

Y (neayk) == e (x) ye(logy). (25)

Clearly v is right-K-invariant and depends on € (although we omit this from the notation). It is easy to
compute that [; y(n.ayk) dxf%'dk =1+0(¢).

We automorphise Y by setting:

W(g) =We(g) =) w(ve),
yel

and consider the smoothed count:

Np(T) = NE(T) := (Fr,W).
After unfolding Fr, we see that

Ne(T):= Y wr (),

yell

where wr = wr ¢ : H — [0, 1] is given by

wr(g) = [ zr(shy(hdh. 26)

The following theorem, from which Theorem 18 follows by optimizing error terms, gives an asymp-
totic expansion for the smoothed count in the SL, (R)-setting.

Theorem 27. Assume that € > 0 is small enough. Then there exist constants c{—i.)e fori=0,1,... k such
that

~ 1

Nr(T) = 0T 40T 4 bl 40 (8T1/2 log T) (28)

with Cl(“(?iz > 0, and the implied constant depending only on I. Moreover cl(-i) =cD(1+0(¢)) for all

€
i=0,1,....k

It remains to prove Theorem 27.
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3.1 Inserting the Laplacian

The smooth count above is an L? inner product of the indicator function Fy with a smooth bump function
Y. The key idea now is to forget about W and analyze the structure of the inner product of Fy with any
smooth L? function using the hyperbolic Laplacian A = —y?(Jy, + dyy).

Following [Kon09, §3] let

stl—siTl—sbs Tl_szs
= blfs —bs ) LT(S) = blfs —bs )

where 1 < b < 3 is a constant depending on 7 which ensures that K7 and Ly have no poles (see [Kon09,
(3.7)] for an exact computation). With that, if ¢ were an eigenfunction of the Laplacian then we would
have (Fr,¢) = AyT*+ ByT'~*. In this case, we could conclude that

(Fr, @) = Kr(s)(Fy,9) + Lz (s)(F5, 9).

Thus we would like to show that

Kr(s): (29)

Fr =Ky (A)F] + Ly (A)Fb, (30)

where K7 (A) (and Ly (A)) is defined via (29) in the same way that one defines matrix exponentiation (via

Taylor expansion). However, there is a problem created by the fact that Fr is not in L?>(I"\H). To get

around this, we will first restrict the support of Fr in the x-direction before applying various smoothing

arguments to conclude that a version of (30) holds for the modified Fr. Since o is not in the limit

set, it is in the free boundary, and hence there exists a fixed an X = X (I') > 0 such that the full region

((—e0, —X]U[X,00)) x [0,00) C H is contained in a single fundamental domain, see Figure 2.
Restricting the Real Direction: Define the following counting function

Frx(z) ==Y xr(v2)x (v2)

yell
where
Belot i) = {1 ifxe [-X.X],
0 ifx¢[-X,X].
Let Jx := [—X,X] denote the support of }x. Note that by our choice of X, we still have that Np(T') =

Fr(i) = Frx(i).
Now, consider the difference operator

GT,X = FT,X — KT (A)FI,X — LT(A)Fb,X~

Our goal is to show, that for any ¥ € L?(I'\H) we have (Gr.x,¥)r = 0. This implies the following
identity

Proposition 31. For any values of T and X large enough depending on the group I', we have
Frx =Kr(A)Fix +Lr(A)F x. (32)

where Kt and Lt are the differential operators defined above and b fixed.
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2 —2X ——

A

Figure 2: A fundamental domain of I" which extends to infinity in the real direction, and the cut-off due
to xx which is large enough such that [—X, X] contains the entire limit set.

Proving this proposition will be somewhat involved, so we break it down into several steps. First, we
unfold the inner product

dxdy
o

(Grx,¥) = /H(XT(Z)QNCX(Z) — K7 (A)x1(2) Xx (z) — L (A) 26 (2) Xx (2)) ¥ (2)

Smoothing y7: Now we smooth the function y7 so that we can move the Laplacian over to yx via
self-adjointness. Let o > 0, and define the following smooth cut-off function

1 ify>1,

+iy) =
Ko+ D) {0 ity < (1—o0),

and smooth, in between the two bounds. Now let 7. (x+iy) := X1,6(x+iTy).
Let G%X be defined similarly to Gr x, with y7 replaced by xr . That is, let

G ®= [ [

x€Jx

(x1.6(2)¥(2) — %1.6(2) (K7 (A)¥)(2) — Xb.6(2) (LT (A)¥)(2)) dx‘yig.

Note that by construction, for any fixed ¢,

« d
/ / ‘XI,G(Z) _Xz‘zdx% <x 0.
0 x€dyx y

Thus, using Cauchy-Schwarz, we have that for any ¥ € L*(I"\H)

lim ng(\P) = <GT7X7T>F-
o—0 ’
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Note also that, by the support of the . 5, we may also write, when convenient,

i) = [ [ )
1/2T Jxex
dy

(xr.0(2)¥(2) = 21,6(2) (K7 (8)¥)(2) = 2.6(2) (L1 (A)¥) (2)) dx X7

Now our goal, is to establish the following lemma, note that we have already fixed 7', X large enough,
o > 0 small enough.

Lemma 33. For any function ¥ € L*(T'\H) we have that G x(¥)=0.

To prove this lemma, fix ¢, then we will show that for any € > 0 small enough )G%X (‘P)‘ <E.

Periodizing and Smoothing W: Now we periodize and smooth ¥ in order to do spectral theory on

Jx % (0,°0) which we call the space Fy. Note that Fx = E..\H for the elementary group Zo, := (}, 247)
, but this coordinate description is more useful when we generahze to higher dimensions. Let L*(Fx)
denote the L? space with measure djdy and periodic with respect to E... Let ‘P( ) denote a function which

agrees with ¥ on
[_X’X_ n) X (1/2T)°°) - Hu

where 11 > 0 is to be chosen later. Fromx=X —ntox=X—-1n/2, ‘P( ) smoothly interpolates between
the values of ¥(z) and ¥(z —2X), and from x = X — 1/2 up to x = X, W is exactly equal to ¥(z — 2X),
ensuring that all derivatives of W at the boundary values x = X and x = —X agree. We also impose that ¥
decays rapidly to zero below y = 1 /4T, so that ¥ € L*(Fy).

Note that the cost of moving from W to ¥ is small. Indeed,

diff (¥ / / “P z)— ‘ dx@
1/2T JX—n

d
< / / W (z—2X)P + ]‘P(z)]de%.
1/2T JX—n y

Since ¥ € L*>(I'\H)), as  — 0, this integral goes to zero, and hence by choosing 1 small enough, we can
make the difference less than &.

Now note that

/m (x1.6(2)2x(2) — K1 (A) Xx (2) X1,6(2) — L7 (A) Xx (Z)Xbp(Z))‘P(Z)dxd%
1/2T JIx y
= /1 ot (x7.0(2)Xx(2) = K1 (A) 21,6 (2) Xx (2) — L1 (A) 26,6 (2) Xx (2)) (¥ (2) — l’Iv‘(Z))dxcg

[ Gro@Fcle) — Kr(@)2,6 (07 (@) ~ Lr (8)20,( B () S,
1/27 Joyx y
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and by Cauchy Schwarz and the above argument

/ ) / (XT,G(Z)QNCX(Z)_KT(A)XI,G(Z)QNCX(Z)_LT(A)Xb,G(Z)iX(Z))(lP(Z)_@(Z))dxig
1/2T JIx ’
e !/1/2 [ (1re@e@ P+ k@ a@i
ik
+ |L7 (A) 2,5 (2) Xx (2)) !2> dx;]

Since diff(¥) is bounded by &, it remains to show that the integral in the brackets is finite. Taking, say,
the middle term (the others being similar), we note that, since the region [1/27,0) x Jx is contained in a
finite number (depending on T') of translates of a fixed fundamental domain, &, for I,

) 7 dy - dxdy
Kr (A 20y < /K A 2824y
Jo | Ko @Pa S < ¥ [ 1K@t o P2

yer

where only finitely many values of v give nonzero contributions to the sum. For each contributing 7,

we can extend the function /y(z) = hy,r.x,6(2) := X1,6(¥2) Xx (z) supported on F to a I'-automorphic

function Hy(z) on H, which agrees with /,(z) on F. Applying the Abstract Spectral Theorem (13), (14)

in L2(T\H), we get

pdxdy
¥2

/F\H |Kr (A)Hy(2)] : ‘KT()’)[/{;(A)’ dv(d)

JAE[0,00
< T |Hy| g <rxo 1,

where V is the abstract spectral measure, and we used the bounds K7 (1) < T* < T!.
With that, the difference

G5x(¥) - GFx(¥)| <rxo (34)

for any value of € > 0. Thus it remains to show that G%X(q’) = 0. Since W(x + iy) is periodic on x € Jy,
we can use self-adjointness to write
- dy

T @)= [ [ (o)~ Kr(8)110(0) - Lr(8)0.0 () F@)ax’y (9)

Working on Fy: To prove (35) let Now, to prove that G‘T’! X (‘i‘) =0, let
87x(2) = 21,0(2) = Kr(A)X1,6(2) — L1 (8) 26,6 (2)-

Thus, we have

g,X (¥) = <gcry.,x»‘P>’fX'

Lemma 33 will then follow from the following lemma, which shows that, for an arbitrary y € L?>(Fy) the
inner product (g7 y, ¥) is not correlated with any almost eigenfunction:
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Lemma 36. Fix T, X, and © as above, then for any ¥ € L*(Fx) and any A > 0, we have

(87x: W)gx <arox [(A=2)¥| 5. 37)

Proof of Lemma 36. Fix y € L*(Fx) and consider

= d
<XT,0'7‘V>CFX :/O XT,G()’)/j W(Z)dxy—;,

and define f(y) := [;, W(z)dx and h(y) := [; (A—A)y(z)dx. Then we note that, by periodicity in the
x-direction,

)= [ (A= 2)y()ds
= =32 f () = Af(7)-

Thus, [Kon09, Lemma B.1] (which is a simple application of the method of variation of parameters)
implies

FO) =y + By +y'uy) +y' v(y), (38)

where

y
u(y) = (1 —25)71/ w™ S h(w)dw,
(1-0)/T

Y
and v(y):=(1— 2s)_1/ w2 h(w)dw,
(1-0)/T

if A = s(1 —s) # 1/4. Note that the choice of integration boundary for u and v corresponds to the bottom
of the support of x7s; this will be convenient later on. Moreover when A = 1/4

) = oy 2+ By P logy +y"*u(y) +v(y)y'*logy, (39)

where

u(y) = /(y w32 log(w)h(w)dw,

))
and v(y) == —/ w32 h(w)dw.
(1-o0)/T

Therefore (assuming A # 1/4 for simplicity) integrating the y variable gives
* s 1—s dy
Are:W)z. = | xro(y)(@y’ +By )y7 +I1+11
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where I := [ xr.6()y* " 2u(y)dy and Il := [5° xr.6(y)y~' ~*v(y)dy. Now we can use Cauchy-Schwarz
(as in [Kon09, (B.5)]) to establish that [,/ < ||(A— A)y||5,. In fact, this is the crucial reason why we
needed to work on Fy which is compact in the x direction, and thus yr ¢ is (square) integrable. Thus, we
may conclude

(X1.0:W)3, = AsT" +BoT' ™ + O(| (A= 1) yl|s,)

where A = B 5" 21.6(y)y 1 7*dy and Bo := a [y x1.6(y)y* 2dy.
Given our choice of K7 and Ly from (29) we have that

Kr(s) L (s) < {;/2 log T iz i (11//22;13;. “0)

Then, by the analysis in [Kon(09, Proposition 3.5] we have
(87.x: V)gy <raxo [(A=2A)ysy (41)
for any choice of y € L?(Jy). O

From there we can choose y to be as in [Kon09, Proof of Theorem 3.2] to establish that g$  is almost
everywhere 0. Note that for this argument to work one only needs the bound (41), a Hilbert épace (here
Lz(fr"x)), an unbounded self-adjoint operator (i.e A), and the abstract spectral theorem.

From there we conclude that

<8%X1{p>§x =0
From there, we conclude that G7 x (W) = 0. Then thanks to (34) we conclude
Gix(®)= [ | 2@ tro(@) —Kr(8)21.6(2) ~ Lra(8) 00 () ¥()dr s
X
Lo1X E
for any value of € > 0. Taking € to 0 establishes Lemma 33. Since we have that for any ¥ € L2(T"\H)
lim G (¥) = (Grx,¥)r
c—0 7’
we conclude that (Gr x, ¥)r = 0. Which is exactly Proposition 31. O

3.2 Proof of Theorem 27

For the proof of Theorem 27, we return to the smoothed count

ﬁr(T) = <FT,X"P>F'
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Now apply the abstract Parseval’s identity (13)
<FT,X7T>F = <F77X7lP>Spec(F)

— Frx(A0)¥(A0) + /S pecm\wﬁ}(x)wu)dv(x), 42)

where for ease of exposition, we assume that A is the only eigenvalue below 1/4; in general, the other
eigenvalues are dealt with similarly.

Addressing the first term in (42), we can use the abstract spectral theorem, and the fact that Fr x and
W are K-fixed, to say

Frx(%)®(Ao) = (Fr.x, o) (¥, do),

where ¢y is the base eigenfunction. Note that, for the first factor we can apply the main identity Proposition
31, and the definition to conclude

Frx(A)® (%) = T?c(¢o, ¥)r + O(T"/?)

for some constant ¢ independent of T'. As for the second factor, by the mean value theorem (see [Kon09,
(4.17)] for details) we have

(90, Pe)r = do(i) + O(e).

It remains to bound the contribution to (42) from the remainder of the spectrum (assuming here that
there are no isolated eigenvalues apart from the base). Using Proposition 31 we have that

Err:— / Frx(M)P()dv
Spee(I)\ (10}

B Spec(I\ {40} (KTTA)\FLX(M +LT(/AE7,X(7L)> P(A)dv.

By the abstract spectral theorem and (40) we have KT(/A-)\Fl x(A) < T'/21log Tfl;(k) Thus, by Cauchy-
Schwarz, positivity, and Parseval’s identity

/ Kr(A)F x(M)¥(A)dv < T'/1ogT Fix(A)¥(A)dv
Spec(I)\ {40} Spec(I)\ {40}

12 — PN Gy
< T/ “logT Fl,X(A) dv lP()L) dv
Spec(I)\{Ao} Spec(I)\{Ao}

< T 1og T||Fy x||r P |Ir

1/2

Since W is an €-approximation to the identity, and since the term involving Ly can be treated similarly,
we thus conclude

Xl/Z
Err < ?TlﬂlogT,
note that X does not go to oo, it is kept fixed. This completes the proof of Theorem 27.

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):15-52, 2024 30


https://jamathr.org

EFFECTIVE COUNTING IN SPHERE PACKINGS

4 Kleinian Sphere Packings

Turning now to the sphere packing setting, let P be a fixed bounded Kleinian sphere packing. Given a
sphere S € P let b(S) denote the bend of S. Then our aim is to establish the asymptotic, (5) for

Nop(T):=#{SeP:b(S)<T}.

4.1 Preliminaries on Inverse Coordinate Systems and the Symmetry Group

We now give a model of hyperbolic space, and develop an inversive coordinate system for the spheres on
the ideal boundary of such; see, e.g., [KK23, §3.1] for background. To begin, we fix a real quadratic form
O of signature (n+ 1,1). For concreteness, we can change variables over R to the “standard” example of
0 = —XxoXn11 —|—x% + - +xﬁ which has half-Hessian

0 0 -
o=10 1, O
0

1
2

=

(43)

(=)

Then the quadratic space (V = R"*"!! Q) with product vxw = v-Q-w' contains the cone Vg := {v :
Q(v) = 0}, the one-sheeted hyperboloid V| = {v: Q(v) = 1}, and the two-sheeted hyperboloid V_; :=
{v:Q(v) = —1}; fix either component of the latter for our model of H"*!. The group Og(R) acts on V_j,
and its subgroup G = OOQ(R), that is, the connected component of the identity, fixes the components.

There is a 1-1 correspondence between vectors v € V| and (oriented) spheres in OH"*!, obtained as
follows. Given such a v, the orthogonal space v := {w € V : vxw = 0} intersects the fixed component
of V_; at a hyperplane = H", and the ideal boundary of the latter is the desired sphere.

This geometric correspondence is made algebraic after a choice of (inversive) coordinates on V|
as follows. Let V*:= {v*:V — R, linear} be the dual space to V, and Q" the dual form, so that
V¥« w* = vxw. Fix a non-zero null covector b* € V*, that is, 9* (b*) = 0. Also fix a null covector b*, with
b* xb* = —2. For the case of the standard form in (43), one can make the choice b* = (0,...,0,—2) and
b* = (—2,0,...,0). Then one picks an orthonormal system, bx},...,bx], for the orthogonal complement
to the span of b* and b*. Then the sphere corresponding to the vector v € V| has bend (that is, inversive
radius)

b*(v), (44)
and center b%(v)(bx’f(v), ...,bx}(v)). When b*(v) = 0, the sphere is a plane (which has no “center”), so
the expression (bx](v),...,bx;(v)) is a unit normal to the plane. The “co-bend” of a sphere is defined as
the bend of the image of the sphere on inversion through the unit sphere at the origin. The co-bend of the
sphere corresponding to v is given by b*(v). Therefore the tuple (b*(v),bxt(v), ..., bxi(v),b*(v)) gives
a complete inversive coordinate system on V. It is sometimes convenient to isolate the ‘bend-center’,
comprising the coordinates not including the first and last; so we define:

bz*(v) := (bxj(v),...,bx;(v)). (45)

A Kleinian sphere packing decomposes into finitely many I"-orbits (by the Structure Theorem [KK23,
Theorem 22]), which in the above coordinate system corresponds simply to orbits vg - I', with vy € V7,
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Figure 3: The quadratic space V, and (the upper parts of) its components Vy, V; and V_;.

and the bends of such are measured by b*(v), for v € vo - I'. We count the whole packing by counting one
orbit at a time.

4.2 Decomposition of G

Fix vg as above. Let x7(g) = 1{b*(vog) < T'} denote the indicator function of the vector vog having
bend at most 7', where g € G. This function is left-invariant under H := Stabg(vo) = {g € G : vog = o},
and also right-invariant under L := Stab, = {g € G : b*(vg) = b*(v), forallv € V}.

It will be useful to decompose G = O (R) (for Q given by (43)) and its Lie algebra g := Lie(G) as
follows. First we decompose g as:

g= h@ﬁ@u@ml.

Here h = Lie(H ), and with

1 0
M:=10 O(n) 0],
0 0 1

we have that M NH = O(n—1). Then set m := Lie(M) and m; := m© Lie(M N H). (Note that h Nm) is
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Figure 4: A vector v € Vi, its orthogonal space v and the intersection this orthogonal space with V_;
which corresponds to an ideal sphere.

trivial when G =2 O(3,1).) Set M| := expm; < G. The one-parameter Lie algebras u and ii are given by:

0 0p1r w O
_ 0 0 0 04-1].
“=1lo o o 2w |WER[
0O 0 0 O
and
0 0 0 0
_ 0,1 O 0 0}
= y 0 o ol eER},
0 0,1 /2 0
which exponentiate to the groups
1 0,01 w w?
0 i1 0 0,
U:=ulw):= 0 "01 ] ;wl weR
0 0 0 1
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and
1 0 0 0
7. ) = _ On—l In—] 0 0
/4 0 y/2 1
respectively.

This gives the corresponding decomposition:
HxUxUXM, — G : (h,i,u,m) — hitum;.

Geometrically this decomposition is in fact very natural. H is the stabilizer of vy, corresponding to
the sphere whose orbit we are considering. The action of U changes the bend of the sphere, while UM,
changes the co-bend by moving the center via a polar coordinate description of the plane (U as the radial
coordinate and M = O(n)/O(n — 1) giving a rotation).

Letd :=dim(g) = (n+1)(n+2)/2. Let p :=dim(h) =n(n+1)/2, and let £ := dim(m;) =n— 1.
Henced = p+/(+2.

4.3 An Explicit Basis.

Before proceeding, it will help our calculations to fix a basis for f and m;. To ease notation, we will
describe a basis in a special case when n =4, so d = 15, p = 10 and ¢ = 3; the general case will be clear
by analogy. Take:

000000 000000 000000
000 100 000000 010000
Xi:=100-1000|X2=10-10000|X3:= {070 0000 | ¢ € HNm
000000 000000 000000
000000 000000 000000
000000 000000 000000
000000 100000 000000
X4:=1100000 |[,Xs:=]000000 |:Xe:=|000000 |, p Lower Triangular in b
000000 000000 000000
000100 00loo00 010000
000100 001000 010000
000000 000005 000000
X7:=1|000002 1'X8:=1|000000 |X9:=10600000 |> ¢ Upper Triangular in b
000000 000000 000000
000000 000000 000000
10000 0
00000 0
Xi0:=100000 0 | —Diagonalinb
00000 0
00000 —1
000000
000000 000000
Xii:=]000000]| €L Xn:={000000] €,
100000 000002
000010 000000
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0000 00 000000 000000
000 0 00 000010 000000
X13:= 10000 10 |:X14:= {000 000 |X15= 1000000 e m
000-100 00-1000 0-10000
000000 000000 000000
To move back to group elements we denote
hj(xj) :=exp(x;X;) € H for j < p,
u(y) :=exp(yXp1) € U,
u(w) :=exp(wXpi2) € U,
mj(@;) = exp(@iXjipia) € My for 1 <j</.
It will also be convenient to record the following components of H:
Hy:= [] exp(x;X;), Hy = I1 exp(x;X;), (46)
Xjehnm X; “Upper Triangular”
H_ := I exp(x;X;), and Hy:= [  exp(x;X;).
X; “Lower Triangular” X; “Diagonal”

4.4 Calculating the Haar Measure

Given that decomposition of the Lie algebra, we now derive an explicit form of the Haar measure in our
chosen coordinate system. Let

Z:=(X1,...,Xp, ), W, P1,...,Qp)
denote a set of coordinates and let
J:RY = Gz hy(x))hy(x). ol (xp)u(y)u(w)my (@) ... me(@p)

map our coordinate space to G. Then, in these new coordinates we have the following decomposition of
the Haar measure

Theorem 47. [Haar Measure Structure Theorem] Let p(z) denote the density of the Haar measure in z
coordinates. Then

p(Z) = pH(xlv‘ : 'xP)%U(yyw)le ((Pl, ceey (Pf)a (48)

where py and Py, are (respectively) the densities for the Haar measure on H and M. Moreover we have
that pgy (y,w) = |1 +wy|" .

Proof. Given a linear differential operator 7, acting on functions of G, we can represent it as
TZ - nlaxl +- 1t npgx], + np—i-lay + np—I—Zaw + np+3a(p1 +-- ndg(pg'
Consider an element in the Lie algebra g

Z=bi1X1+bXo+---+biX,.
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Then Z corresponds to a linear differential operator via the exponential map:

d

() = 5 £ (8™ o

Hence we have two representations of the linear differential operator corresponding to Z (one in terms
of the b variables and one in terms of the 1 variables), our goal is to recover the 1 variables from the b
variables.

To first order, we can write the differential T; acting on a function depending on g = hy - - - hynnm; - - -my
as

(I +mXqy) - hyp(I+1Xp)u(I+Mp1Xps1)
u(l+Npr2Xpr2)mi (I +Mpi3) - me(I +Ma)
=hy---hpnnmy ---my {I—i— M Ad((hy - - - hyuum, - --mg)_l)Xl
+n2 Ad((h3 - - - hyuum - - my) DX+ e Ad(m[l)Xd,l + T[dXd} )

Giving us the differential operator

D(3) : MOy, + - +Mp0x, +Npr10y +Np 20y +MNp139p, + -+ Nayp,
= 1 Ad((hy -+ - hptaumy - -mg) ™)X+

M Ad((hs -+ - hyaumy - -mg) )Xo 4+ Npyrpi Ad(mg_l)Xd—l + NaXa-
Thus, if we want to apply the differential operator X; to a function f(g), then we simply solve for n; on
the right hand side of this map. Then the left hand side tells us the action on the coordinates. Let us
denote the vector of such 1;’s by (1;1,1;2,...,Mja). Thus

Xi=nj Ad((hz o-hpnnmy - ‘mg)il)Xl + T]jzAd((h3 o-hpuumy - 'mg)il)Xg

+--- +nj(d—l)Ad(mg_])Xd—l +NjaXa,

forevery j=1,....d.

Now to calculate the Haar measure, we proceed by the following methodology: define the right
multiplication operator Ry (z) := J~!(J(z) - A) and its Jacobian:

[Rix(z)]j,, = wz‘lfz).
Then our goal is to find p(z) such that:
[ f@@p@az= [ r@(Ra@)p(@)dz. 49)

Changing variables y = R,4-1(z), on the left hand side gives:

[ Fo@p@dz= [ F@(R3)p(RaM) detR) (y)] dy
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which is equal to the right hand side of (49). Hence we want to find p such that:

p(y)
p(Ra(y)) = m

for all choices of y and A € G. In particular, we may choose y = 0, and A = J(z), which gives

1

= (50)
‘detRfa(z) (0)‘

p(z)

Note that since the Haar measure is only unique up to a constant, we set p(0) = 1 without loss of
generality. Using our decomposition of the Lie algebra we can write:

t_0] j

Now we can linearize the exponential and then find the corresponding coordinate description of the
differential operator as we did above. The above argument implies

/ J 4
[RH(Z)(O)]ij = [@g(z)ez'ltlx'

p(z) " = det| IR}, (0)] = det|mys.

Now to simplify matters, we express each adjoint as a linear combination of elements in the basis:

d
Ad((hy - hpiiumy --mg) D)Xy = Y X

d
Ad((hs - hpiiumy - -mg) )X = ¥ X

d
X = Z MaiXi.
=1

1

Thus, to calculate the Haar measure, by linearity of the adjoint operator, we need to find a d X d matrix n
such that

nuX =X
where X := (X1, X>,...X4)". Hence, since the determinant is multiplicative, we have that p(z) = det[u].
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Now suppose we wanted to calculate the Haar measure of H, then we can write

For completeness write vj; = &; ; for j > p. Then the above argument implies that one can write the Haar
measure on H as py(z) = det[v].

Now the key observation is to write
Ad((aumy ---mg) )X = Y ciiX;

Ad((@um; ---my) " 1)X, = ZcpiXi

d
Ad((umy--mg) ™)Xy = Zc(p+l)iXi

By linearity of the adjoint operator we have that u = v¢, and hence det(u) = det(v)det(c). Or rather,
p(z) = pu(x1,....xp) f(W,y,@1,...,¢) for some function f.

Moreover, since the Haar measure is unimodular, and since M| is a group, we can apply the same
argument to M, on the right, and show that p satisfies the product structure from (48).

Finally, thanks to this product structure, we can take my,...,m; equal to the identity when calculating
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Pgy- Thus, let

d
Ad((uu) "X, =Y d;iXi, for j=1,...,p
i=1
d
A((w)™)Xpsr = Ldipen X (51)
=1
d
Xj: djiXia forj:p+2,...,d.

i=1

Hence it remains to find det(d).

No matter the dimension, our basis elements are each one of seven types (in mN b, lower triangular in
b, upper triangular in b, diagonal, in U, in u, or in m;). Depending on the type of X;, we can calculate d;;
explicitly independent of dimension via an inductive argument. From which it follows that the d matrix
has the following form:

lo-nw-22 0 0 0 0

d= 0 Zhor 124wy 0 dw+wy)ho (52)
0 0 0 B 0
0 0 0 0 Infl

where B is the 3 X 3 matrix given by

Hence, one can determine explicitly thanks to a block matrix decomposition that det(d) = |1+ wy|"71
This completes the proof. O

4.5 Calculating the Casimir Operator

As in §2, given our basis, X1,X5 ..., Xy, for the Lie algebra in §4.3, there is a corresponding dual basis
X, X5,...X; with respect to the Killing form. Then the Casimir operator can be written as the following
second order differential operator:

p+2-+L

Y XX (33)

Using the above argument, in z coordinates, we can express X; = Z’;-’: 1 Mijd;. Likewise, we can express

Z] 1771]
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Now define pt* analogously to how we defined u, that is
d
Ad((hy -+ hptiumy ---mg) )X = Y pi X7
i=1

d
Ad((h3 -+ hptiumy ---mg) "X = ¥ 13, X7
i=1

d
_ * Yk
Xq=Y upX:.
i1

We then have that n* - u*X* = X*, and hence n* = (u*)~!. Thus, if we define 9 := (J,,...,d,)7, then
as a differential operator

C=(u"'9)-((u)'9).

The Casimir operator in all d variables is, of course, rather unwieldy. However, fortunately we shall only
need the Casimir operator to act on left H-invariant, and right M;-invariant functions. Hence, if we write
u* =v*c*, with v* and ¢* defined analogously to as above, then when acting on such functions, we have

C=(c"'9)-((c")19).

Using this decomposition, we can explicitly calculate the Casimir operator in z coordinates, when acting
on left H-invariant and right M;-invariant function.

Theorem 54. [Structure Theorem for the Casimir Operator] Let f : H\G/M; — C. Then in the z-
coordinate system, f is only a function of (y,w), that is, the U and U variables, and the Casimir operator
acting on f has the following form:

(n—1)[w|dy

1
1w =~ (70 + 0 190y + 23+

)fuw» (55)

Proof. By definition of ¢* we have

d
Y; = Ad((aum; ---my)")X; = Zc;iXi* fori=1,....,p
i=1

and

d
Ypi1 = Ad((umy - -mg) ) Xpp1 = Zc’(kpﬂ)iXi*
i=1

d
Yd = Xd = chiXi*'
i=1
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Thus, (¢*)~'Y = X*. Since our function depends only on w and y, we are only interested in the (p -+ 1)
and (p+2)"" columns of (¢*)~!'. We can explicitly calculate ¥; depending on which type of basis vector
is X;, then we can explicitly solve for (¢*) l;] Using an inductive argument we then have that (c*)~!9 has
the following explicit form: Let

v := (sin(@y),cos(@;) sin(@y),cos(@;)cos(¢,) sin(@3), (56)
.o.,co8(¢p)---cos(@p_1) Sin(‘Pz))T

then we have (in fact, we only need the fourth and fifth row of the below)

Opi—1)n/2
—VMaW
Lo (w20, — 2(1 + wy)dy)
(ydy —way,) . (57)
cos(@y)...cos(¢y)d,
% cos(¢y)...cos(@p)(—w?d,, +2(1 + wy)dy)
0n—2

Let (Aq,...,Aq) := (c*)~"- 2, then our aim is to evaluate

d d
6’ = Z Z(c’l).,ﬂ,-Aj.
j=1li=l1

However, since we are considering the Casimir acting on right M| invariant functions, we may set the last
¢ coordinates equal to 0, that is

d
Cf(y,w) = (;

however [(c™1);i] o=0= (d=1);; where d is the matrix of coefficients defined in (51).

Since the d matrix is explicitly described in (52), and the vector (Ay,...,Ay) is given explicitly in
(57), then (55) can be found through direct computation. ]

d
;Kc5A¢ﬁM@uﬁ>ﬂ%m,

i=1

S Counting

We turn now to the proof of Theorem 2. For simplicity, we assume the packing is bounded; similar
methods apply for counting in regions. We also assume that the packing is the orbit of a single sphere S
under the action of a symmetry group I'; in general, the counting problem reduces to a finite sum of such
[KK23, Theorem 22]. Let the sphere S; be represented in the inversive coordinate system described in §4
by the vector v; € V. We begin in the same way as we did in the SL,(RR) case, writing the count as

Np(T):=#{Se€P|b(S) < T}
=#{vev,-T'|b*(v)<T}
= Z xr(7),

yel"l\l“
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where b* is the “bend” covector (as in (44)), I'; := Stab,, (T'), and for g € G

1 ifb*(vi-g) <T,
xr(g) == (1-8) (58)
0 else.

We observe that y7 is a function on H\G/UM),, where H is the stabalizer of v; (so that 'y = TN H).
Now we automorphize yr, that is define

Fr(g):= Y, xr(re).
yel'l\I'

Hence Fr is left I-invariant and Ny (T') = Fr(e). Again, rather than trying to evaluate the discontinuous
function Fr at the origin, consider its inner product with a smooth approximation of the identity. However,
we want to restrict as few directions of our smooth approximation as possible, to optimize the resulting
error terms. To this end, fix an € > 0, and let

v =y € L*(T\\G/M)) (59)

be given as follows. Let F be a fundamental domain described in z-coordinates, of I';\G/M;. Then on F
we let y be of the form
v(z) = yi(x1) - Wp(xp) Wu (v) wg(w)

, with all components nonnegative and unit total mass,

/ ydg =1,
I'\G/M,
and satisfying the following conditions.

For the n+ 1 variables in the components H,, H, (in the notation of (46)) and U, we restrict the
coefficients to €-balls around 0. The other variables are restricted only to compact regions of bounded
size around 0. We can choose such a y have L? mass bounded by:

Wl 20\ 6 ayy < € D2,

Now, let ¥ denote the fundamental domain for I'; containing the origin, and define the function
Wr = Wr e : F]\G—) [0, 1] by

wr(g) = [ tr(gh)ve(h)an. (60)

Our main counting theorem (Theorem 2) will follow from the following smooth effective count.

Theorem 61. Let the Laplace eigenvalues of T\H""! be as in (1). Then there exist constants c’fﬁ for
i=0,1,...,k, with c%e > 0, such that

Nre(T):= Y wr(y) =l T%+cf T (62)
yel\I

1
+-F ClﬁgTsk + (0] <8(n+1)/2Tn/2 10g(T)>

where the implied constant depends only on T. Moreover ¢, = ¢(1+ O(€)), and for i > 1 (if any exist),
we have that ci. , < e~ ("+1)/2,
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Remark 63. Note that this smoothed counting theorem is optimal in that the error goes all the way to the
tempered spectrum.

5.1 Proof of Theorem 2

An explicit calculation shows that the inversive coordinates of a sphere which has been transformed by g
are

(3, = (1 +wy)vig, (1 4+ wy) cos(@r) - --cos(@r), w(2+wy))

where vy is the vector defined in (56). Thus the ‘bend radius’ (i.e the distance of the center of the sphere
to the origin multiplied by the bend) is (1 4 wy). Since this distance is necessarily bounded from above
(since the packing is bounded) and since y is bounded from below (because it controls the bend, and the
packing has a largest sphere), we know that w is bounded from above. In particular we have

Lemma 64. Let y € I')|\I then the w coordinate of ¥,

wy‘ is bounded.

Now, assuming Theorem 61 we present the proof of Theorem 2.

Proof of Theorem 2. Consider

win)= [ xr(re)vels)ds.

We write ¥ = J(x1,y,...,Xky, Yy, Wy, @1y, - .-, Pry) and note that yr is left H-invariant and right UM,
invariant. Hence

xr(v8) = xr (@(yy)u(wy)mi (@) h(x)n(y)).

now we can write & as a product of one dimensional components of H from (46) (here, it is convenient to
change the order of the decomposition). That is, write

h(x) = hy (X1 )ha(Xa)h— (X= ) hag (Xp1).-

Since y restricts the x_ and x4 coordinates to balls of radius €, we can apply adjoints to move those
factors to the left of #(yy) and the other factors will be perturbed by an € error. Then we can use left
H-invariance of 7. We can do the same for the #(y) factor which gets absorbed in the #(y) factor. Thus,
for g in the support of Y,

xr(vg) = xr (@(yy + O(€))u(wy + O(€))mi (@, + O(€) )y (x4 + O(€) ) hm (xu + O(€))
= xr(u(yy+0(g))),

where the second line follows from right-M invariance, and right-H_ invariance.
Thus,

1 ify, < L
xr(vg) = T T e
0 lfy»y > T—ce
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for some absolute constant c.
Hence, since Nr¢(T) = Y, \CWT (7), then our count satisfies:

Nre(T(1—c€)) < Np(T) < Nre(T(1 +ce)) (65)

Now, assuming there are no other eigenvalues, we apply Theorem 61 to find:

Nre(T(1+€)) =c(14+0(e))T° + O T"?10g(T)).

et 1)/2
Then choosing & = T3 ("/2-8) 1og(T)2/("+3) optimizes this inequality. Thus

Nre(T(1£¢)) = OT? + O(T w528+ 190 (T) 53
The general case follows similarly. O

5.2 Inserting the Casimir Operator

Once again the smooth count is the inner product of Fr with an L? function. Consider the inner product
of Fr with a general ¥ € L?>(I'\G/M,). That is, given a function W on I';\G/M; we automorphize it

¥()= ), v(re)

YGF]\F
Let
TS5 — Th=Sps Th="s _ TS
KT(S) = b= — pbs ’ Lt (S) = m’
while for s = n/2 + it we have
in(tlogT /logh) 7\"?*sin(tlogT)
Kr(s) o= T2 S0 Lr(s):= (=) 2222022/ 66
r(s) sin(zlogb) r(s) b sin(tlogb) (66)
Again, by choosing an appropriate choice of b one can ensure that
T* if s € (n/2,n],
Kr(s),Ly(s) < 67
r(s)Lr(s) {T"/zlogT ifs=n/2+it. ©7

In the SL,(R) case, we decomposed the real direction, since I'\H was not compact in the real
direction. Analogously in the current setting, we have the group decomposition (I'y\H)UUM,. Since
(I'y\H) has finite H-Haar measure, and M, is compact, and we have imposed a cut-off in the U-direction,
we are again faced with a one dimensional non-compact direction, the U-direction. To that end, since o
lies outside the limit set, from Lemma 64 it follows that there exists an X large enough, such that

Nj) = FT7X (6)
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where

Frx(g) =Y, xr(ve)xx (1), and
A\

- 1 if |bz*(vi-g)|/b(c1-g) <X
sty {1 Tl /e
0 otherwise.

where bz* denotes the bend center, as in (45) and b denotes the bend. Thus, note that xy is also left I'y
invariant, and right M| invariant (since it depends only on the distance to the origin of the center, not the
polar coordinate angles).

Moreover, a calculation shows that, in the z-coordinates, Yy can be written as:

(68)

- I if —X—-1/y<w<X—1/y,
1x(8) = .
0 otherwise.

The Difference Operator: Again, we will prove an identity in terms of K7 and Lz for Fr x. To that
end, consider the difference operator

GT7X = FT,X — KT(G)FI,X —LT(G)Fb’X.
By self-adjointness of €, for any ¥ € L*(I'"\G/M,) we have

Grx(¥):= (er, ¥)re
= P61 ()~ Fiix (&) (K7 (C)) &) ~ Fix (&) (Lr(€)%) )} .

which we can unfold to

Grx(¥) = (69)
T (8) Cer (8 () — 1 8) (K7 (€)¥) ) — 10 (8) 1 (€)9) &) .

It is more convenient to work using z-coordinates describing the group G. Now fix a fundamental
domain for I';\G /M, this fundamental domain can be written in coordinates as F := P, X [0,00) x R x
[—7, )"~ !, where Py, is a (finite H-volume) fundamental domain for the action of I'; on H. Given a
function f : G — C we abuse notation and write f(z) = f(g), thus if we let p denote density of the Haar
measure, we can write (69) as:

Grx(¥) =
/rf xx (v, w) (er () ¥(2) — 301 (V) (K7 (€)¥) (2) — 2 (v) (L1 (C)¥)(2)) p (2)d.

Note that by definition )7 (z) is a function of y and yx(z) is a function of w (and y), for clarity we ignore
the dependence on the other variables.
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Let Fx :={z€ JF : weIx} where Jx := [w_x(y),wx (y)]; here we have introduced the notation

wr(y):=r—1/y,

motivated by (68). Now write

Grx(¥) = /Sr ; (xr ()¥(2) — 101 () (K7 (€)¥)(2) — 2 (v) (L1 (C)¥)(2)) p(2)dz.

By showing that G x (W) = 0 for any choice of ¥ we will prove the following.
Proposition 70. For I' and Fr x as above we have that

Frx =Kr(C)Fi x +Lr(C)Fy x (71)
where Ky and Ly are the differential operators defined in (66).

Once again our goal is to work on the fundamental domain of a group (rather than working with
discontinuous cut-offs). Thus we will perform the same smoothing as we did in the SL,(RR) case.
Smoothing y7: Let 6 > 0 and let

1 ify<l,
X1.0(2) = . Y
0 ify>(1+0),

and let x; o interpolate smoothly for all values in between. Now let 7 5(z) := X1.6(7y).
Let

%X(IP) =
/{f ) (xr.0(»)¥(2) = 21,6 () (KT (C)¥)(2) — X6 () (LT (C)¥)(2)) p(2)dz.

Now by construction

/er X0 (y) — %) p(z)dz <ix O

Thus by Cauchy-Schwarz we have that limg—,0 G7 x (¥') = Gr,x(¥). Now our goal is to show that for
any fixed € > 0 we have G7 x (V) < &.
Periodizing and Smoothing V': Let

Jxn = w_x(y) +1,wx(y) —1n].
Let¥: G /M; — R denote a function which agrees with ¥ on
{Zegj : WEJXJ]}

for some i) > 0 to be chosen later. When w ¢ Jy ,, » we impose the condition Y(w_x(y)) =P(wx(y))
for any value of the other variables, and interpolate smoothly in between.
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Using the same Cauchy-Schwarz argument as we employed in the SL»(R) case, we can choose 7
such that the L?(Fy) cost of moving from ¥ to ¥ is less than €. Thus, Proposition 70 follows if we can
prove that

GT7X70-(‘P) =0. (72)
Working on Fx: Let

87.x(2) := Xx(2) (Ar.6(2) = K1 (€)21,6(2) = L1 (C) Xb.5(2))-

Furthermore, let L?(Fy) denote the space of square integrable functions on Fy, which are I'j-invariant in
the H variables, and invariant under translation by 2X in the w variable. Note that ¥ € L?(Fy). Then
(72) follows from the following lemma.

Lemma 73. For any y € L*(Fx) which is independent of the ¢ € [—m, )"~ ! variables, and any A > 0,
we have

(87.x: W7y irox (€= )yl (74)
where C denotes the Casimir operator on L*(Fx) (i.e the Casimir operator in z-coordinates).

Proof. To prove (74), let ¥ be an arbitrary function in L?(Fy), which is ¢ invariant. Now consider

2T wx (y
/ XreWV@p@)dz= | xro(y / / w(z)p (2)dxdpdwdy.
0 m)n-tJ

Since, as shown in Theorem 47, the density of the Haar measure decomposes into a product of densities
depending on x, one depending on ¢ and one depending on w and z, we can use this fact to show

[ ewxympuax=e [ wx.ywpu(x)dx.
P P,

1

This follows from the fact that y is I'j-invariant in the x variable, and Pr, is a fundamental domain for I';
acting on H.
Recall that the Haar measure, in z coordinates is given by |1+wy|" ' pgpy,. Let W(y,w) :=

fprl v (x,y,w)pn(x)dx and let

h(y,w _2//”,” )(€ = ) y(z)dxd.

Then, using the Structure Theorem for the Casimir operator (Theorem 54), we have that

wx (¥)
10)i= [ hwy)dw
w_x (y) (75)

- (" 252 (n=Dwdy "\ &
- /X(ymwy\ <yay+(n+1)yay+2ayw+ — +/1>w(y,w)dw
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Now make the change of variables w — w' = w+1/y and y' = y. This leads to the relations

do=dy, and Q=3 >,
y
and results in
1) == [l (5 4 0 090, Sy = Do) Ban
-X y wy

Now, we can use integration by parts to eliminate two of the terms

X
10) == [ (R0 + (- 130y +2) §0w)dw
We now let £(y) := [* [w|" " ¥(y,w)dw; then f(y) satisfies the differential equation
(2w + (0 +1)y0y + 1) £(y) = h(y) (76)

with h(y) = — fvt,vfx(g)h(w,y)dw.
The homogeneous solution to this differential equation is then

Clys—l’l + Czy—s’

where we write A = s(n —s). From here we can use the usual variation of parameters argument to
conclude

T X
[ [ wdvdy =i €17 Op (€ - 2)7).
O

Now, with Lemma 73 we use the same argument as in [Kon09, Proof of Theorem 3.2] to conclude
that g%x is almost everywhere 0. Thus, working our way back up, with the same argument as in the
SL,(R) setting, we conclude the proof of Proposition 70.

5.3 Proof of Theorem 61

As for the SL(R) case, we now return to the smooth count with U-cutoff:
Nr(T) = (Frx,¥)r.
Now apply the abstract Parseval’s identity (13)
(Fra, ¥)r = (Fr, P)spectr)

= Frx(20)¥(A0) + /S oy POV (2), a7
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As with the SL;(RR) case, we can apply spectral methods to extract the T and e-dependence. Applying
the abstract spectral theorem gives

Frx(%)®(Ao) = (Projsc, (Fr.x), Projsc, ().
Then by linearity and our main identity Proposition 70 we conclude
Frx (%)% (A0) = Kr(Ao) (Projs, (Fi x), Projc, (We))

+ Lz (A0) (Projg¢, (Fy.x ), Projgg, (Ye))
=7° <Ha Projﬂ-(o (lPE» + O(Tn/z)v

where H := c1 Projg, (Fi x) + ¢ Projg, (Fp.x) for some constants ¢y, cp.

The problem remains to determine the & dependence of the projection operator Projg (e). In
general, this projection can be realized in a number of ways, either as a Burger-Roblin-type measure of
Y, (see [MO15, p. 861]), or using representation-theoretic decompositions as in [BKS10, Vinl12]. We
will give a soft argument that avoids either.

We know from (65) that
1+4ce € l—ce)’

for any value of € and any value of T. However we also know a priori (e.g., using [Kim15]) that

NT(liTw) _C?<1£c8)6(1+0(1)>’

as T — oo. Dividing by T? then gives

@ijf—wwgwmm%wméw< 1)2wm.

Now send T — oo and Taylor expand

(Zce)? in €, giving:
(H, Projs;, (We)) = C + O(e).
Hence

Frx(A) %z (Ao) = TPc(1+ O0(e)) + O(T™?) (78)

for some constant ¢ independent of €. (Note that this positivity argument does not apply to the other
eigenvalues. Hence with sharp cutoffs, as in Theorem 2, we do not extract lower order terms.)
Turning now to the remainder, after extracting the main term corresponding to A we are left with

Err = / Frx(M)®()dv
Spec(T)\ {20}

| i (Kr(M)Fx () + Lr (W) Fox (1)) ¥(A)dv.
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Assume for simplicity that there are no other discrete eigenvalues above the base. Now apply the abstract
spectral theorem and the bounds from (67) to conclude that

— A~

/ Kr(M)Fx(A)P(A)dv < T"*log T Fix(A)P(L)dv.
Spec(I)\ {0} ' Spec(D)\{Ao}

Now apply Cauchy-Schwarz and Parseval to get

- 1/2 R 1/2
< T"?logT ( / FLX(?L)Zdv) ( / ‘P(),)Zdv>
Spec(I)\ {40} Spec(I)\ {40}

- 12 R 12
< T"PlogT ( / FLX(?L)2dv> ( / ‘P(l)zdv>
Spec(I') Spec(T)

— 1"10g T || Fix e |¥]lr-

Finally, note that since W is normalized to have unit L'-mass, we have that ||| < &~ "+1)/2 In the
case of other eigenvalues, we replace the bound T2 log T above with T*'. This completes the proof of
Theorem 61. O

Remark 79. If we remove our assumption that L>(T'\G) does not weakly contain any nonspherical
complementary series representations, then, after removing contributions from Laplace eigenvalues in
(77), the remainder would not necessarily be tempered. So instead of getting an error of order T"/*10gT,
we would only be able to bound what remains by O(T"~"), corresponding to the spectral parameter
of any potential nonspherical complimentary series. It is likely possible to improve on this bound, see
Remark 7.
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Abstract: We study combinatorial inequalities for various classes of set systems: matroids,
polymatroids, poset antimatroids, and interval greedoids. We prove log-concave inequal-
ities for counting certain weighted feasible words, which generalize and extend several
previous results establishing Mason conjectures for the numbers of independent sets of
matroids. Notably, we prove matching equality conditions for both earlier inequalities and
our extensions.

In contrast with much of the previous work, our proofs are combinatorial and employ
nothing but linear algebra. We use the language formulation of greedoids which allows
a linear algebraic setup, which in turn can be analyzed recursively. The underlying non-
commutative nature of matrices associated with greedoids allows us to proceed beyond
polymatroids and prove the equality conditions. As further application of our tools, we
rederive both Stanley’s inequality on the number of certain linear extensions, and its equality
conditions, which we then also extend to the weighted case.

Key words and phrases: Combinatorial inequalities, Algebraic aspects of posets

1 Introduction

1.1 Foreword

It is always remarkable and even a little suspicious, when a nontrivial property can be proved for a
large class of objects. Indeed, this says that the result is “global”, i.e. the property is a consequence
of the underlying structure rather than individual objects. Such results are even more remarkable in
combinatorics, where the structures are weak and the objects are plentiful. In fact, many reasonable

*Chan was partially supported by the Simons Foundation
TPak was partially supported by the NSF

© 2024 Swee Hong Chan and Igor Pak
E@®® Licensed under a Creative Commons “Attribution-NonCommercial 4.0 International” license (CC BY-NC 4.0)
DOI: 10.56994/JAMR.002.001.003


https://jamathr.org
https://creativecommons.org/licenses/by-nc/4.0/
http://dx.doi.org/10.56994/JAMR.002.001.003

SWEE HONG CHAN AND IGOR PAK

conjectures in the area fail under experiments, while some are ruled out by theoretical considerations
(cf. §16.1 and §17.1).

This paper is concerned with log-concavity results for counting problems in the general context of
posets, and is motivated by a large body of amazing recent work in area, see a survey by Huh [Huh18].
Surprisingly, these results involve deep algebraic tools which go much beyond previous work on the
subject, see earlier surveys [Bral5, Bre89, Bre94, Sta89]. This leads to several difficult questions, such
as:

o How far do these inequalities generalize?
o How do we extend/develop new algebraic tools to prove these generalizations?

We aim to answer the first question in as many cases as we can, both generalizing the inequalities to
larger classes of posets and strengthening these inequalities to match equality conditions which we also
prove. We do this by sidestepping the second question, or avoiding it completely.

There is a very long and only partially justified tradition in combinatorics of looking for purely
combinatorial proofs of combinatorial results. Although the very idea of using advanced algebraic
tools to prove combinatorial inequalities is rather mesmerizing, one wonders if these tools are really
necessary. Are they giving us a true insight into the nature of these inequalities that we were missing for
so long? Or, perhaps, the absence of purely combinatorial proofs is a reflection of our continuing lack of
understanding?

We posit that, in fact, all poset inequalities can be obtained by elementary means (cf. §1.21). We
show how this can be done for a several large families of inequalities, and intend to continue this work in
the future (see §17.17). There are certain tradeoffs, of course, as we need to introduce a technical linear
algebraic setup (see §1.20), which allows us to quickly reprove both classical and recently established
poset inequalities. The advantage of our approach is its flexibility and noncommutative nature, making it
amenable to extend and generalize these inequalities in several directions.

Of course, none of what we did takes anything away from the algebraic proofs of poset inequalities
which remained open for decades — the victors keep all the spoils (see Section 16). We do, however,
hope the reader will appreciate that our combinatorial tools are indeed more powerful than the algebraic
tools, at least in the cases we consider (cf. §§17.8-17.11).

1.2 'What to expect now

A long technical paper deserves a long technical introduction. Similarly, a friendly and accessible paper
deserves a friendly and accessible introduction. Naturally, we aim to achieve both somewhat contradictory
goals.

Below we present our main results and applications, all of which require definitions which are
standard in the area, but not a common knowledge in the rest of mathematics. We make an effort to have
the introduction thorough yet easily accessible, at the expense of brevity.!

In addition, rather than jump to the most general and thus most involved results, we begin slowly, and
take time to introduce the reader to the world of poset inequalities. Essentially, the rest of the introduction

'In an effort to streamline the presentation, some basic notation is collected in a short Section 2, which we encourage the
reader to consult whenever there is an apparent misunderstanding or ambiguity.
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can be viewed as an extensive survey of our own results interspersed with a few examples and some
earlier results directly related to our work. The reader well versed in the greedoid literature can speed
read a few early subsections.

We say very little about our tools at this stage, even though we consider them to be our main
contribution (see §1.20 and §1.21). These are fully presented in the following sections, which in turn are
followed by the proofs of all the results. As we mentioned above, our tools are elementary but technical,
and are best enjoyed when the reader is convinced they are worth delving into.

Similarly, in the introduction, we say the bare minimum about the rich history of the subject and the
previous work on poset inequalities. This is rather unfair to the many experts in the area whose names
and contributions are mentioned only at the end of the paper. Our choice was governed by the effort to
keep the introduction from exploding in size. We beg forgiveness on this point, and try to mitigate it by a
lengthy historical discussion in Section 16, with quick pointer links sprinkled throughout the introduction.

1.3 Matroids

A (finite) matroid M is a pair (X,J) of a ground set X, |X| = n, and a nonempty collection of independent
sets J C 2% that satisfies the following:

* (hereditary propertyy SCT, Te€J = SeJ,and
* (exchange property) S, T €3, |S|<|T| = IxeT\S st.S+xed.

Rank of a matroid is the maximal size of the independent set: rk(M) := maxgeg |S|. A basis of a matroid
is an independent set of size rk(M). Finally, let Iy := {S €7, [S| =k}, and let I(k) = ’Jk’ be the number
of independent sets in M of size k, 0 < k < rk(M).

Theorem 1.1 (Log-concavity for matroids, [AHK18, Thm 9.9 (3)], formerly Welsh—-Mason conjecture).
For a matroid M = (X,J) and integer 1 < k < rk(M), we have:

1(k)? > I(k—1) - 1(k+1). (1.1)

See §16.5 for the historical background. The log-concavity in (1.1) classically implies unimodality of
the sequence {I(k)}:

I0) <I(1) <...<I(k) > I(k+1) > ... > I(m), where m = rk(M).

It was noted in [Lenz11, Lem. 4.2] that other results in [AHK18] imply that the inequalities (1.1) are
always strict (see §16.6). Further improvements to (1.1) have been long conjectured by Mason [Mas72]
and were recently established in quick succession.

Theorem 1.2 (One-sided ultra-log-concavity for matroids, [HSW?22, Cor. 9], formerly weak Mason
conjecture). For a matroid M = (X,J) and integer 1 < k < tk(M), we have:

1(k)*> > (1 + ;{) I(k—1)I(k+1). (1.2)
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Theorem 1.3 (Ultra-log-concavity for matroids, [ALOV18, Thm 1.2] and [BH20, Thm 4.14], formerly
strong Mason conjecture). For a matroid M = (X,J), |X| =n, and integer 1 < k < rk(M), we have:

1(k)*> > (1 + }{) (1 + nik> I(k—1)1(k+1). (1.3)

Equation (1.3) is a reformulation of ultra-log-concavity of the sequence {I(k)}:

I(m)
()

can be viewed as the probability that random m-subset of X is independent in M.

i(k)? > i(k—1)-i(k+1), where i(m) :=

1.4 More matroids

For an independent set S € J of a matroid M = (X,J), denote by
Cont(S) :=={xeX\S : S+xeJ} (1.4)

the set of continuations of S. For all x,y € Cont(S), we write x ~gy when S+x+y ¢ J or when x = y.
Note that “~g” is an equivalence relations, see Proposition 4.1. We call an equivalence class of the
relation ~g a parallel class of S, and we denote by Par(S) the set of parallel classes of S.

For every 0 < k < rk(M), define the k-continuation number of a matroid M as the maximal number
of parallel classes of independent sets of size k:

p(k) := max{|Par(S)| : S€I}. (1.5)
Clearly, p(k) <n—k.

Theorem 1.4 (Refined log-concavity for matroids). For a matroid M = (X,J) and integer 1 < k < rk(M),

e have: )2 > (1 + ;{) (1 + p(k—ll)—1> I(k—1) I(k+1). (1.6)

Clearly, Theorem 1.4 implies Theorem 1.3. This is our first result of the long series of generalizations
that follow. Before we proceed, let us illustrate the power of this refinement in a special case.

Example 1.5 (Graphical matroids). Let G = (V,E) be a connected graph with |V| = N edges. The
corresponding graphical matroid Mg = (E,J) is defined to have independent sets to be all spanning
forests in G, i.e. spanning subgraphs without cycles. Then I(k) is the number of spanning forests with k
edges, bases are spanning trees in G, and tk(Mg) =N — 1.

Let k = N—2 in Theorem 1.4. Observe that p(N—3) < 3 since T — e — ¢’ can have at most three
connected components, for every spanning tree T in G and edges e, e’ € E. Then (1.6) gives:

I(N—2)? S 3< 1

3
21y =) 52 as N 1.7
IN=3)-I(N—1) = 2 +N—2> T ® T 4.9
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This is both numerically and asymptotically better than (1.3), cf. §17.12. For example, when |E| —N — oo,
we have:

IN-2° e V) 51w vo
IN=3)-I(n—1) =" [E|—N+2 N—2 '

1.5 Weighted matroid inequalities

Let M = (X,J) be a matroid, and let @ : X — R be a positive weight function on the ground set X. We
extend the weight function to every independent set S € J as follows:

For all 1 <k < rk(M), define

Theorem 1.6 (Refined weighted log-concavity for matroids). Let M = (X,J) be a matroid on |X| =n
elements, let @ : X — R~ be a weight function, and let 1 < k < rk(M). Then:

Io(k)* > (1 + }() <1 + p(k—ll)—l) Ip(k—1) Ip(k+1). (1.8)

Remark 1.7. In this theorem, the setup is more important than the result as it can be easily reduced to
Theorem 1.4. Indeed, note that one can take multiple copies of elements in a matroid M. This implies
the result for integer valued @. The full version follows by homogeneity and continuity. This natural
approach fails for the equality conditions as strict inequalities are not necessarily preserved in the limit,
and for many generalizations below where we have constraints on the weight function. See §16.11 for
some background.

1.6 Equality conditions for matroids
For a matroid M = (X,J) on |X| = n elements, define girth(M) := min{k : I(k) < (}) }. By analogy

with graph theory, girth of a matroid is the size of the smallest circuit in M.

Theorem 1.8 (Equality for matroids, [MNY21, Cor. 1.2]). Let M = (X,J) be a matroid on |X| =n
elements, and let 1 < k < tk(M). Then:

2 _ 1 ! -
I(k) <1 + k) (1 =+ - k) I[(k—1)I(k+1) (1.9)
if and only if girth(M) > (k+1).
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See §16.12 for some background on equality conditions. The theorem says that in order to have
equality (1.9), we must have probabilities i(k— 1) = i(k) =i(k+ 1) = 1. Now we present a weighted
version of Theorem 1.8. We say that weight function @ : X — R~ is uniform if ®(x) = w(y) for all
x,y€X.

Theorem 1.9 (Weighted equality for matroids). Let M = (X,J) be a matroid on |X| = n elements, let
1 <k <rk(M), and let @ : X — R~ be a weight function. Then:

1 1
Ip(k)2 = (14— ) (14+ — ) Ipk—1)Ipk+1) (1.10)
k n—k
if and only if girth(M) > (k+ 1), and the weight function @ is uniform.

The uniform condition in the theorem is quite natural for integer weight functions, as it basically says
that in order to have (1.10) all elements have to be repeated the same number of times. In other words,
weighted inequalities do not have a substantially larger set of equality cases.

Theorem 1.10 (Refined equality for matroids). Let M = (X,J) be a matroid, 1 < k < rk(M), and let
o : X — Ryg be a weight function. Then:

1 1
Ik = (1+ - ) (1 + ——— ) Totk—1) Ip(k+1 1.11
o = (14 1) (14 5 ) otk 1) Tafh 1) (L
if and only if there exists s(k— 1) > 0, such that for every S € Jy_| we have:
|Par(S)| = p(k—1), and (ME1)
Z o(x) = s(k—1)  forevery C & Par(S). (ME2)
x€C

Condition (ME1) says that the (k — 1)-continuation number is achieved on all independent sets
S € Jy—1. When the weight function is uniform, condition (ME2) is saying that all parallel classes
C € Par(S) have the same size.

1.7 Examples of matroids

First, we prove that the equality conditions are rarely satisfied for graphical matroids, see Example 1.5.
More precisely, we prove that the refined log-concavity inequality (1.7) is an equality only for cycles:

Proposition 1.11 (Equality for graphical matroids). Let G = (V,E) be a simple connected graph on
|V| = N vertices, and let 1(k) be the number of spanning forests with k edges. Then

I(N—2)? 3 1
IN_3)-IN_1) = 2 <1 + N—2> (1.12)

and the equality holds if and only if G is an N-cycle.
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We now show that the equality conditions in Theorem 1.10 have a rich family of examples (see §16.7
for more on these examples). The weight function is uniform in all these cases: @(x) =1 for every x € X.

Example 1.12 (Finite field matroids). Let I, be a finite field with ¢ elements, let m > 1, and let X = F7".
Let J be a set of subsets S C Fj' which are linearly independent as vectors. Finally, let M(m,q) = (X,J)
be a matroid of vectors in Fy' of rank m.

Let 1 <k <m andlet S € J;_y, so we have dimp, (S) = k— 1. For all parallel classes € € Par(S) we
then have | C| = ¢*~!. Therefore,

Par(s)| = T — gmr1 (1.13)
q
The conditions (ME1) and (ME2) are then satisfied with p(k—1) = ¢" %! — 1 and s(k—1) = g*~ 1.
We conclude that (1.6) is an equality for M(m,q), for all 1 < k < m. Curiously, the equality (1.13) is
optimal for matroids over F,, and we have the following result (see §10.6 for the proof).

Corollary 1.13. Let X CFy' be a set of n vectors which span Fy, and let M= (X,J) be the correspond-
ing matroid of rank m = rk(M). Then, for all 1 < k < m, we have:

I(k)? > (1 + i) (1 + qufl_z> I(k—1)I(k+1).

Example 1.14 (Steiner system matroids). Fix integers t < m < n and a ground set X, with [X|=n. A
Steiner system Stn(t,m,n) is a collection B of m-subsets B C X called blocks, such that each z-subset
of X is contained in exactly one block B € B.

Let M(B) = (X,J) be a matroid with tk(M) = girth(M) = (¢ + 1), where the bases are (r+ 1)-
subsets of X that are not contained in any block of the Steiner system. It is easy to see that this indeed
defines a matroid, cf. §16.7. Note that (1.8) is trivially an equality for all 1 <k <¢.

Let S € J,_; be an independent set of size (+ — 1). The parallel classes of S are given by Bj \
S,...,B¢\ S, where By,...,B; € B are blocks of the Steiner system that contain S, and ¢ = % Then
we have:

|Par(S)| = ¢, and |C|=m—t+1 forevery C € Par(S).

Since the choice of S is arbitrary, the conditions (ME1) and (ME2) are satisfied with p(r — 1) = ¢ and
s(t—1) =m—1t+ 1. We conclude that (1.6) is also an equality for k =1.

1.8 Morphism of matroids
For a matroid M = (X, J), the rank function f:2% — R~ is defined by

f(S) := max {|A| :ACS,A€T}.

Note that rk(M) = f(X). There is an equivalent definition of a matroid in terms of monotonic submodular
rank functions, see e.g. [Wel76].
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Let M = (X,J) and N = (¥,J) be two matroids with rank functions f and g, respectively. Let
@ : X — Y be a function that satisfies

g(P(T)) — g(@(S)) < f(T)— f(S) forevery SCT CX. (1.14)

In this case we say that ® is a morphism of matroids, write ® : M — N. A subset S € J is said to be
a basis of @ if g(P(S)) = rk(N). In other words, S is contained in a basis of M, and ®(S) contains a
basis of N. Denote by B the set of bases of ® : M — N, and let By := BNJ,.

Let w: X — R- be a positive weight function on the ground set X. As before, for every 0 < k <
rk(M), let
Bo(k) = Z o(S), where o(S) = [] o).

SeBy xes

Theorem 1.15 (Log-concavity for morphisms, [EH20, Thm 1.3]). Let M = (X,J) and N = (Y, J) be
matroids, let n:= |X|, and let ® : M — N be a morphism of matroids. In addition, let @ : X — R~ be a
positive weight function, and let 1 < k < tk(M). Then:

1

By (k)? > (1 + k) <1 + nik) By (k—1)Bg(k+1). (1.15)

Note that when ¥ = {y} and N = (¥, 9) is defined by g(y) = 0, we have condition (1.14) holds
trivially and B = J. Thus, the theorem generalizes Theorem 1.3 to the morphism of matroids setting. We
now give the corresponding generalization of Theorem 1.6.

Recall the equivalence relation “~g” on the set Cont(S) C X \ S of continuations of S € J, see (1.4).
Similarly, recall the set Par(S) of parallel classes of S, see (1.5). For every 1 <k <rk(M), let

p(k) := max {|Par(S)| : S € By},
the maximum of the number of parallel classes of bases of morphism & of size k.

Theorem 1.16 (Refined log-concavity for morphisms). Let M = (X,J) and N = (Y,d) be matroids, and
let @ : M — N be a morphism of matroids. In addition, let ® : X — R~ be a positive weight function,
and let 1 <k <rtk(M). Then:

By (k)? > <1 + }() (1 + p(k—ll)—1> Bo(k—1)By(k+1). (1.16)

As before, since p(k—1) < n—k+ 1, the theorem is an extension of Theorem 1.15.

Remark 1.17. The notion of morphism of matroids generalizes many classical notions in combinatorics
such as graph coloring, graph embeddings, graph homomorphism, matroid quotients, and are a special
case of the induced matroids. We refer to [EH20] for a detailed overview and further references (see
also §16.8).
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1.9 Equality conditions for morphisms of matroids

We start with the following characterization of equality in Theorem 1.15, which resolves an open problem
in [MNY21, Question 5.7].

Theorem 1.18 (Equality for morphisms). Let M = (X,J) and N = (Y,J) be matroids, let n:= |X|, and
let ® : M — N be a morphism of matroids. In addition, let @ : X — R~ be a positive weight function,
and let 1 <k < rk(M). Suppose By (k) > 0. Then:

1 1

Bo(k)? = <1+k> <1+k> Bu(k—1)By(k+1). (1.17)

n—

if and only if girth(M) > k+ 1, weight function @ is uniform, and g(CI)(S)) =1k(N) forall S € J;_;.
Our next result is the following characterization of equality in Theorem 1.16.

Theorem 1.19 (Refined equality for morphisms). Let M = (X,J) and N = (Y,J) be matroids, and let
O : M — N be a morphism of matroids. In addition, let @ : X — R~ be a positive weight function, and
let 1 <k <rk(M). Suppose By (k) > 0. Then:

By (k)? > (1 + Ii) (1 + p(k_ll)_l) Bo(k—1)Bgy(k+1). (1.18)

if and only if there exists s(k— 1) > 0, such that for every S € J;_1 we have:

|Parg| = p(k—1), (MMEI)
Z o(x) = s(k—1)  forevery @€ Par(S), and (MME2)
xeC
g(P(S)) = rk(N). (MME3)

1.10 Discrete polymatroids

A discrete polymatroid® D is a pair ([n],J) of a ground set [n] := {1,...,n} and a nonempty finite
collection J of integer points @ = (ay,...,a,) € N that satisfy the following:

* (hereditary property) a €J, b e N" s.t. b<a = beJ, and
* (exchange property) a,b €, |a| < |b| = Ji€ [n] s.t. a; <b; and a+e; € J.

Here b < a is a componentwise inequality, |a| :=a; +...+ay, and {ey,...,e,} is a standard linear basis
in R". When g C {0, 1}", discrete polymatroid D is a matroid. One can think of a discrete polymatroid
as a set system where multisets are allowed, so we refer to J as independent multisets and to |a| as size of
the multiset a.

2Discrete polymatroids are related but should not to be confused with polymatroids, which is a family of convex polytopes,
see e.g. [Sch03, §44] and §16.9.
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The role of bases in discrete polymatroids is played by maximal elements with respect to the order “<”;
they are called M-convex sets in [BH20, §2]. Define rk(D) := max{|a| : a € J }. For 0 < k <r1k(D),
denote by g :={a € J : |a| =k} the subcollection of independent multisets of size k, and let J(k) := ’3k|.

Let @ : [n] — R+ be a positive weight function on [n]. We extend weight function @ to all @ € J as
follows:
o(a) == o(1)" --- o(n)™.

For every 0 < k <rk(D), define

(0]
Jo(k) == Z a(t'l), where a!:=a;!---ay,!
ach :

Theorem 1.20 (Log-concavity for polymatroids, [BH20, Thm 3.10 (4) < (7)]). Let D = (|n],d) be a
discrete polymatroid, and let ® : [n] — R~ be a positive weight function. For every 1 < k < tk(M), we
have:

Jo(k)? > <1 + ]lc) Jo(k—1) Jp(k+1). (1.19)

We now give a common generalization of Theorem 1.6 and Theorem 1.20. Fix 7 € [0, 1], and let

£ ()

14
For every 0 < k <rk(D), define
w(a)
al

Jos(k) =Y ™@

ach
Note that (3) =0 fora € {0,1}, so 7(a) = 0 for all independent sets a € J in a matroid.
For an independent multiset @ € J of a discrete polymatroid D = ([n],J), denote by
Cont(a) :={i€[n] : a+e; €J}. (1.20)

the set of continuations of a. For all i, j € Cont(a), we write i ~, j when a+e;+e; ¢ J or i = j. This
is an equivalence relation again, see Proposition 4.2. We call an equivalence class of the relation ~, a
parallel class of a, and we denote by Par(a) the set of parallel classes of a.

For every 0 < k < 1k(D), define the k-continuation number of a discrete polymatroid D as the
maximal number of parallel classes of independent multisets of size k:

p(k) := max{ ‘Par(a)} rac}. (1.21)
For matroids, this is the same notion as defined above in §1.4.

Theorem 1.21 (Refined log-concavity for polymatroids). Let D = ([n],d) be a discrete polymatroid, and
let o : [n] = R be a positive weight function. For every t € [0,1] and 1 <k < rk(M), we have:

2 1 1—1t B
Jos (k)" > <1 + k> (1 + Ty —1+t> Joi(k—1)Jp (k+1). (1.22)
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When ¢ = 1, this gives Theorem 1.20. When D is a matroid and ¢ = 0, this gives Theorem 1.6. For
general discrete polymatroids D and 0 < ¢ < 1, this is a stronger result.

Example 1.22 (Hypergraphical polymatroids). Let 5 = (V,E) be a hypergraph on the finite set of
vertices V, with hyperedges E = {ey,...,e,}, where ¢; CV, ¢; # &. Let W = {wy,...,w,} be a
collection of subsets of V, such that w; C ¢;, w; # &, and every vertex v € V belongs to some w;. A
hyperpath is an alternating sequence v — w; =V — w; =V’ — ... —u, where v,V € w;, v,V € wj,
etc., and the vertices v,v',V",...,u € V are not repeated.

A spanning hypertree in J is a collection W as above, such that every two vertices v,u € V are
connected by exactly one such hyperpath. Similarly, a spanning hyperforest in I is a collection W as
above, such that every two vertices are connected by at most one hyperpath. In the case all |e;| = 2, we
get the usual notions of (undirected) graphs, paths, spanning trees and spanning forests. We say that
d=(dy,...,d,), where d; = |w;| — 1 > 0, is a degree sequence of W. Note that in the graphical case, we
have d; € {0, 1}, so a forest is determined by its degree sequence. In general hypergraphs this is no longer
true.

Finally, a hypergraphical polymatroid corresponding to H is a discrete polymatroid Dg¢ = ([n],d),
where J is a set of degree sequences of spanning hyperforests in J{. Similarly to graphical matroids
(Example 1.29), the maximal elements are degree sequences of spanning hypertrees in J{. Therefore,
Theorems 1.20 and 1.21 give log-concavity for the weighted sum J (k) over degree sequences with
total degree dj + ...+ d, = k. See §16.10 for the background of this example.

1.11 Equality conditions for polymatroids

A discrete polymatroid D = ([n],d) is called nondegenerate if e; € J for every i € [n]. Define
polygirth(D) := min{k : J(k) < (”Zﬁ])} Observe that a € J for all a € N¥, |a| < polygirth(D).
Note that the polygirth of a discrete polymatroid does not coincide with the girth of a matroid. In fact,
polygirth(D) = 2 when D is a matroid with more than one element.

To get the equality conditions for (1.22), we separate the cases t =0, 0 <t < 1, and ¢t = 1. The case
t = 0 coincides with equality conditions for matroids given in Theorem 1.10. Examples in §1.7 show that
this is a difficult condition with many nontrivial examples. The other two cases are in fact much less rich.

Theorem 1.23 (Refined equality for polymatroids, t = 1 case). Let D = ([n],d) be a nondegenerate
discrete polymatroid, let @ : [n] — R~ be a positive weight function, and let 1 < k < rk(M). Then:

Jo(k)? = <1 + Ilc) Jo(k—1)Ju(k+1). (1.23)
if and only if polygirth(D) > (k+1).

We are giving the equality condition for (1.19) in place of (1.22), since J4 1 (k) = J (k) for all k.
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Theorem 1.24 (Refined equality for polymatroids, 0 <t < 1 case). Let D = ([n],d) be a nondegenerate
discrete polymatroid, and let ® : [n] — R~ be a positive weight function. Fix 1 <k < k(M) and
0<t< 1. Then:

Jou(k)* = <1 - ]1€> (1 - p(k—ll)_—tl—l—t> Jos(k—1) Jo (k+1). (1.24)

ifand only if k=1, polygirth(D) > 2, and ® is uniform.

Remark 1.25. The reason the case t = 0 is substantially different, is because the combined weight
function V(@ o(a) is no longer strictly positive. Alternatively, one can view the dearth of nontrivial
examples in these theorems as suggesting that the bound in Theorem 1.21 can be further improved for
t > 0. This is based on the reasoning that Theorem 1.4 sharply improves over Theorem 1.3 because there
are only trivial equality conditions for the latter (see Theorem 1.8), when compared with rich equality
conditions for the former (see Theorem 1.9).

1.12 Poset antimatroids

Let X be finite set we call letters, let n = |X|, and let X* be a set of finite words in the alphabet X. A
language over X is a nonempty finite subset £ C X*. A word is called simple if it contains each letter at
most once; we consider only simple words from this point on. We write x € ¢ if word & € £ contains
letter x. Finally, let |a| be the length of the word, and denote £y := {a € £ : |ot| = k}.

A pair A = (X, L) is an antimatroid, if the language £ C X* satisfies:

* (nondegenerate property) every x € X is contained in at least one o € £,
* (normal property) every o € £ is simple,

o (hereditary property) af € L = a € L, and

* (exchange property) x€ o, x¢ B, and a,pe L = Jyca st. fye L.
Note that for every antimatroid A = (X, £), it follows from the exchange property that
tk(A) := max{|a| : a € L} = n.
Throughout the paper we use only one class of antimatroids which we now define (cf. §16.14).
Let P = (X,<) be a poset on |X| =n elements. A simple word a € X* is called feasible if a

satisfies:

* (poset property) if o contains x € X and y < x, then letter y occurs before letter x in «.
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A poset antimatroid Ap = (X, L) is defined by the language £ of all feasible words in X. The exchange
property is satisfied because one can always take y to be the minimal letter (w.r.t. order <) that is not in 3.

Let : X — R.( be a positive weight function on X. Denote by Cov(x) := {y € X : x<=y} the set
of elements which cover x. We assume the weight function @ satisfies the following (cover monotonicity
property):

o(x) > Z o(y), forall xe€X. (CM)
y€eCov(x)

Note that when (CM) is equality for all x € X, we have:

®(x) = number of maximal chains in P starting at x. (1.25)

Forall ¢ € £ and 0 <k <, let

Ly(k) := Z o(a), where (o) := H o(x).

aely xXea

Theorem 1.26 (Log-concavity for poset antimatroids). Let P = (X, <) be a poset on |X| = n elements,
and let Ap = (X,L) be the corresponding poset antimatroid. Let ® : X — R~ be a positive weight
function which satisfies (CM). Then, for every integer 1 < k < n, we have:

Lo(k)? > Ly(k—1) - Ly(k+1). (1.26)

Example 1.27 (Standard Young tableaux of skew shape). Let A = (A,...,A¢) F n, be a Young diagram,
and let P = (A, <) be a poset on squares {(i—1,j—1) : 1<i<A;,1<j<(} C N, with (i, /) <
(i,j") if i > and j > j'. Following (1.25), let @(i,j) = ("*/). Denote a; (k) := Ly (k), 0 < k < |A],

and we have: o
wl = Y M0 (’*.J),

WO, A/ pl=k (i)er/u N\ 1

where fA/H = ‘SYT()L / u)‘ is the number of standard Young tableaux of shape A/ (see §16.15). Now
Theorem 1.26 proves that the sequence {ay (k)} is log-concave, for every A.

This example also shows that the weight function condition (CM) is necessary. Indeed, let A be a
m x m square, n = m?, and let ®(i, j) = 1. Then, for all k < m, we have:

b(k) := Lo(k) = |Le| = ) f*.

ukk

The sequence {b;} is the number of involutions in Sy, see e.g. [OEIS, A000085], which satisfies
logh; = %nlogn + O(n), and is actually log-convex, see e.g. [Mez620, §4.5.2].
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1.13 Equality conditions for poset antimatroids

Let P = (X,<) be a poset on |X| = n elements, and let Ap = (X,£) be the corresponding poset
antimatroid.
For a word o € £, denote by

Cont(a) ;== {xeX :axe L}

the set of continuations of the word o. Define an equivalence relation “~,” on Cont(c) by setting
x ~qy if axy ¢ L, see Proposition 4.3. We call the equivalence classes of “~” the parallel classes
of a, and denote by Par(a) the set of these parallel classes.

Let @ € £ and x € Cont(). We say that y € X is a descendent of x with respect to « if axy € £ and
oy ¢ L. Denote by Desy (x) the set of descendants of x with respect to a. We omit o when the word is
clear from the context.

Theorem 1.28 (Equality for poset antimatroids). Let P = (X, <) be a poset on |X| = n elements, and let
Ap = (X, L) be the corresponding poset antimatroid. Let ® : X — R~ be a positive weight function
which satisfies (CM), and fix an integer 1 < k < n. Then:

Lo(k)? = Lo(k—1) - Ly(k+1) (1.27)

if and only if there exists s(k—1) > 0, such that for every o € Ly_; and x € Cont(a), we have:

o(x) = s(k—1), (AEI)
xeCont(ar)

Desq(x) = Cov(x), and (AE2)

Y o) = o). (AE3)
yeCov(x)

The following is an example of a poset that satisfies conditions of Theorem 1.26.

Example 1.29 (Tree posets). Let T = (V, E) be a finite rooted tree with root at R € V, and the set of leaves
S C V. Suppose further, that all leaves v € S are at distance & from R. Consider a poset Pt = (V, <) with
v <V if the shortest path v/ — R goes through v, for all v,V € V. We call Py the tree poset corresponding
to T. Denote by S(v) :=SN{V €V :V = v} the subset of leaves in the order ideal of v.

Let o : X — R be defined by (1.25). Observe that w(v) = ‘S(v) , since maximal chains in Pt
are exactly the shortest paths in T towards one of the leaves, i.e. of the form v — w for some w € S.
Note that S(v) 2 S(V/) for all v <V, S(v)NS(V') = & for all v and V' that are incomparable, and
Yrecov(y) IS(x)| = |S(v)| for all v & S. These imply (AE1)~(AE3) for all k < h, with s(k—1) = |S|. By
Theorem 1.26, we get an equality (1.27) in this case.

The following result shows the importance of tree posets for the equality conditions.
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Theorem 1.30 (7Tozal equality for poset antimatroids). Let P = (X, <) be a poset on |X| = n elements,
and let Ap = (X, L) be the corresponding poset antimatroid. Let ® : X — R~ be a positive weight
Sfunction which satisfies (CM). Then:

Lo(k)? = Lo(k—1) - Lo(k+1) forall 1 <k < height(P) (1.28)

if and only if P U0 is a tree poset Pt with a root at 6 with all leaves at the same distance to the root,
and such that c @ is defined by (1.25), for some constant multiple ¢ > 0.

1.14 Interval greedoids

Let X be finite set of letters, and let £ C X* be a language over X. A pair § = (X, L) is a greedoid, if
the language £ satisfies:

* (nondegenerate property) empty word & isin 0,
* (normal property) every o € L is simple,
o (hereditary property) af € L = o€ L, and

* (exchange property) a,B € L st. |a|>|B| = Ixca st fxel.

Let rk(§) := max{|ct| : @ € L} be the rank of greedoid G. Note that every maximal word in £ has the
same length by the exchange property. In the literature, greedoids are also defined via feasible sets of
letters in a0 € £, but we restrict ourselves to the language notation. We use [BZ92, §8.2.B] and [KLS91,
§V.5] as our main references on interval greedoids; see also §16.13 for some background.

Greedoid § = (X, L) is called interval if the language £ also satisfies:
e (interval property) o,B,y€X*, x€X st. ax,afyxel = ofxel.

It is well known and easy to see that antimatroids are interval greedoids.
Let q: L — R be a positive weight function. Let

Ly(k) =} a(a).

acly

In the next section, we define the notion of k-admissible weight function q, see Definition 3.2. This
notion is much too technical to state here. We use it to formulate our first main result:

Theorem 1.31 (Log-concavity for interval greedoids, first main theorem). Let G = (X, L) be an interval
greedoid, let 1 <k <1k(9), and let q: L — R~ be a k-admissible weight function. Then:

Lq(k)? > Lg(k—1) - Ly(k+1). (1.29)

This is the first main result of the paper, as it implies all previous inequalities for matroids, polyma-
troids and antimatroids.
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Example 1.32 (Directed branching greedoids). Let G = (V,E) be a directed graph on |V | = n vertices
strongly connected towards the root R € V. An arborescence is a tree in G strongly connected towards
the root R. Aword @ =e;---e; € E* is called pointed if every prefix of o consists of edges which form
an arborescence. One can think of pointed words as increasing arborescences in G (cf. §16.16).

The directed branching greedoid G = (E, L) is defined on the ground sets E by the language £ C E*
of pointed words. It is well known and easy to see that G¢ is an interval greedoid. When G =T is a
rooted tree, greedoid Gr is the poset antimatroid corresponding to the tree poset Pp (see Example 1.29).
For general graphs, greedoid G¢ is not necessarily a poset antimatroid. Theorem 1.31 in this case proves
log-concavity for the numbers Lq(k) of weighted increasing arborescences, cf. §16.16.

1.15 Equality conditions for interval greedoids

A word B € X* is called a continuation of the word o € L, if aff € L. Denote by Cont(ar) C X* the
set of continuations of the word o with B € X* of length || = k. Note that Cont(or) = Cont; (¢t). For
notational convenience, we define Cont(at) =@ if ¢ ¢ L.

For every o € £, let

Loa(k) == ), aq(ap).

BeConty (o)

Note that Ly(k) = Lq 5 (k) and Ly 4(0) = q(a).

Theorem 1.33 (Equality for interval greedoids, cf. Theorem 3.3). Let G = (X, L) be an interval greedoid,
let 1 <k <r1k(9), and let q: L — R~ be a k-admissible weight function. Then.:

Lq(k)* = Lq(k—1) - Lq(k+1)
if and only if there is s(k—1) > 0, such that for every o € L1 we have:

Lya(2) = s(k—1)Lga(1) = s(k—1)*Lqq(0).

This is the second main result of the paper, giving an easy way to check the equality conditions.
A more detailed and technical condition is given in Theorem 3.3, which we use to obtain the equality
conditions for matroids, polymatroids and antimatroids.

1.16 Linear extensions

Let P := (X, <) be aposeton n:= |X| elements. A linear extension of P is a bijection L: X — {1,...,n},
such that L(x) < L(y) for all x <y. Fix an element z € X. Denote by & := £(P) the set of linear
extensions of P, let & := {L € & : L(z) =k}, and let e(P) := |E|. See §16.17 and §16.18 for some
background.
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Theorem 1.34 (Stanley inequality [Sta81, Thm 3.1]). Let P = (X, <) be a poset with |X| = n elements,
and let z € X. Denote by N(k) := | Ex| the number of linear extensions L € E(P), such that L(z) = k.
Then, for every 1 < k < n, we have:

N(k)*> > N(k—1) - N(k+1). (1.30)

We now give a weighted generalization of this result. Let @ : X — R be a positive weight function
on X. We say that @ is order-reversing if it satisfies

xy = okx > o). (Rev)

Fix z € X, as above. Define @ : &€ — Ry by

olL) = [] oW, (1.31)
x:L(x)<L(z)
and let
No(k) =) o(L), forall 1<k<n. (1.32)
Leé&y

Theorem 1.35 (Weighted Stanley inequality). Let P = (X, <) be a poset with |X| = n elements, and
let ®: X — R~ be a positive order-reversing weight function. Fix an element 7 € X. Then, for every
1 < k < n, we have:

No(k)* > Ne(k—1) - Ng(k+1), (1.33)

where N, (k) is defined by (1.32).

Remark 1.36. In §14.8, we give further applications of our approach by extending the set of possible
weights in Theorem 1.35 to a smaller class of posets with belts. We postpone this discussion to avoid
cluttering, but the interested reader is encouraged to skip to that subsection which can be read separately
from the rest of the paper.’

1.17 Two permutation posets examples

It is not immediately apparent that the numbers of linear extensions appear widely across mathematics.
Below we present two notable examples from algebraic and enumerative combinatorics, see §16.19 for
some background.

3In a followup investigation, we use the combinatorial atlas technology in [CP22b] to prove correlation inequalities for the
numbers of linear extensions of posets.
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Example 1.37 (Bruhat orders). Let ¢ € S, and define the permutation poset Ps = ([n], <) by letting
i<j < i<jand o(i)<o(j).
Fix z € [n]. Viewing € = E(Ps) as a subset of S,,, it is easy to see that & is the lower ideal of ¢ in the

(weak) Bruhat order B, = (S,,<1). Thus, & = {v €S, v(zx)=k vd G}.
Let (i) = ¢', where 0 < ¢ < 1. Then @ is order-reversing. Now (1.31) gives @(v) = gP), where

1ifr>0

z—1
B(v) := ; i-x(k—v(i)) and x(r):= {O <0

Now Theorem 1.35 gives log-concavity a,(k)? > a,(k—1)-a,(k+ 1), where a,(k) := Ny (k) >0 is

given by
Wk = Y P

veS,:v<4o,v(z)=k

Example 1.38 (Euler—Bernoulli and Entringer numbers). Let Q,, = ([2m — 1], <) be a height two poset
corresponding to the skew Young diagram 8,/ 8—2, where 8, := (m,...,2,1). The linear extensions of
Q,, are in natural bijection with alternating permutations ¢ € Syp—1 s.t.

o(l)>0(2)<oc(3)>0(4) <...

Then the numbers e(Q,,) are the Euler numbers, which are closely related to the Bernoulli numbers, and

have EGF
t2m—1

’E,l (=1)" " e(Qn) am—1 tan(r) ,

see e.g. [OEIS, A000111]. Fix z = 1. Itis easy to see that triangle of numbers a(m,k) = [€(Q,)| are
Entringer numbers [OEIS, A008282], and Stanley’s Theorem 1.34 proves their log-concavity:

a(m,k)* > a(mk—1)a(m,k+1) for 1 <k<2m—2.

Now, let o(2) =w(4)=...=1, o(l) = ©(3) = ... = g, where 0 < ¢ < 1. Similarly to the previous
example, we have (o) = ¢¥(°), where (o) is the number of permutation entries in the odd positions
which are < k. Theorem 1.35 then proves log-concavity for the corresponding g-deformation of the
Entringer numbers.

1.18 Equality conditions for linear extensions

Let P := (X, <) be a poset on |X| = n elements. Denote by f(x) := |{y € X : y <x}| and g(x) := |{y €
X :y»> x}‘ the sizes of lower and upper ideals of x € X, respectively, excluding the element x.

Theorem 1.39 (Equality condition for Stanley inequality [SVH20, Thm 15.3]). Let P = (X, <) be a poset
with |X| = n elements. Let z € X and let N(k) be the number of linear extensions L € E(P), such that
L(z) = k. Suppose that N(k) > 0. Then the following are equivalent:
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(@ N(k)> =N(k—1) -N(k+1),
(b) N(k+1) = N(k) = N(k—1),
(c) we have f(x) >k forall x>z and g(x) >n—k+1 forall x<z.

See §16.22 for some background. The weighted version of this theorem is a little more subtle and
needs the following (s, k)-cohesiveness property:

oL '(k—1)) = oL "(k+1)) =s, forall L€ &. (Coh)

Note that (Coh) can hold for non-uniform weight functions @, for example for P = A1 &C,__1,
1.e. the linear sum of an antichain on which @ is uniform and a chain on which @ can be non-uniform. In
fact, if z is an element in Ay, 1, we can have ®(z) different from the rest of the antichain.

Theorem 1.40 (Equality condition for weighted Stanley inequality). Let P = (X, <) be a poseton |X|=n
elements, and let ® : X — R~ be a positive order-reversing weight function. Fix element z € X and let
N (k) be defined as in (1.32). Suppose that N (k) > 0. Then the following are equivalent

(@) Ng(k)?> = Np(k—1) - Ny(k+1),
(b) there exists s =s(k,z) >0, s.1.

No(k+1) = sNg(k) = SzNa)(k_l)v

(c) there exists s =s(k,z) >0, s.t. f(x) >k forall x>z, g(x) >n—k+1 forall x <z, and (Coh).

1.19 Summary of results and implications
Here is a chain of matroid results from new to known:

Thm1.6 = Thm1l4 = Thm1.3 = Thm 1.2 = Thm 1.1.

The first two of these introduce the refined log-concave inequalities, both weighted and unweighted, and
they imply the last three known theorems. For morphisms of matroids and for polymatroids, we have two
new results which extend two earlier results:

Thm 1.16 = Thm 1.15 and Thm 1.21 = Thm 1.20.

Here is a family of implications of log-concave inequalities across matroid generalizations, from
interval greedoids to polymatroids to matroids, and from interval greedoids to poset antimatroids:

Thm 1.31 =844 Thm 1.21 =§1.10 Thm 1.6 and Thm 1.31 =§4.2 Thm 1.26.

All these results are new. Note that both polymatroids and poset antimatroids are different special cases
of interval greedoids, while our results on morphisms of matroids are separate and do not generalize.
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For the equality conditions, we have a similar chain of implications across matroid generalizations:

Thm 3.3 = Thm 1.33 = Thm 1.24 U Thm 1.23 = Thm 1.10 = Thm 1.9 = Thm 1.8,
Thm 1.19 = Thm1.18 and Thm 3.3 = Thm1.28 = Thm 1.30.

Of these, only Theorem 1.8 was previously known. The most general of these, Theorem 3.3, is too
technical to be stated in the introduction. The same holds for Definition 3.2 needed in Theorem 1.31. We
postpone both the definition and the general theorem until Section 3.

Finally, for the Stanley inequality and its equality conditions, we have:
Thm 1.35 = Thm 1.34 and Thm 15.1 = Thm 140 = Thm 1.39.

In both cases, more general results are new and correspond to the case of weighted linear extensions.

Let us emphasize that while some of these implications are trivial or follow immediately from
definitions, others are more involved and require a critical change of notation and some effort to verify
certain poset and weight function properties. These implications are discussed in Section 4.

1.20 Proof ideas

Although we prove multiple results, the proof of each log-concavity inequality uses the same approach
and technology, so we refer to it as “the proof™.

At the first level, the proof is an inductive argument proving a stronger claim about eigenvalues of
certain matrices associated with the posets. The induction is not over posets of smaller size, but over
other matrices which can in fact be larger, but correspond to certain parameters decreasing as we go
along. The claim then reduces to the base of induction, which is the only part of the proof requiring a
computation. The latter involves checking eigenvalues of explicitly written small matrices, making the
proof fully elementary.

Delving a little deeper, we set up a new type of structure which we call a combinatorial atlas. In
the special case of greedoids, a combinatorial atlas A associated with a greedoid § = (X, L), |X| =n, is
comprised of:

o acyclic digraph I's = (£, ®), with the unique source at the empty word & € £, and edges
corresponding to multiplications by a letter: @ = {(oc, ox) : a,oxe L, xeX },

o each vertex o € £ is associated with a pair (Mg, hy), where My = (Mi j) is a nonnegative
symmetric d X d matrix, hg = (hy,...,h;) is a nonnegative vector, and d =n—+ 1,

o each edge (a,ax) € O is associated with a linear transformation TS;C) :RY — R,

The key technical observation is that under certain conditions on the atlas, we have every matrix M := My,
a € L, is hyperbolic:

(v,Mw)? > (v,Mv)(w,Mw) forevery v,weRY suchthat (w,Mw) > 0. (Hyp)

Log-concavity inequalities now follow from (Hyp) for the matrix Mg, by interpreting the inner products
as numbers Lq(k), Lq(k— 1) and Ly(k+ 1), respectively.
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We prove (Hyp) by induction, reducing the claim for M, to that of M, , for all x € Cont().
Proving (Hyp) for the base of induction required the eigenvalue interlacing argument, cf. §17.5. This
is where our conditions for the weight function @ appear in the calculation. We also need a few other
properties of the atlas. Notably, we require every matrix My, to be irreducible with respect to its support,
but that is proved by a direct combinatorial argument.

For other log-concavity inequalities in the paper, we consider similar atlas constructions and similar
claims. For the equalities, we works backwards and observe that we need equations (Hyp) to be equalities.
These imply the local properties which must hold for certain edges (&, ox) € ®. Analyzing these
properties gives the equality conditions we present.

1.21 Discussion

Skipping over the history of the subject (see Section 16), in recent years a great deal of progress on
the subject was made by Huh and his coauthors. In fact, until the celebrated Adiprasito—-Huh—Katz
paper [AHK18], even the log-concavity for the number of k-forests (Welsh—Mason conjecture for
graphical matroids), remained open. That paper was partially based on the earlier work [Huh12, Huh15,
HK12], and paved a way to a number of further developments, most notably [ADH20, BES19, BST20,
B+20a, B+20b, HSW22, HW17].

From the traditional order theory point of view, the level of algebra used in these works overwhelms
the senses. The inherent rigidity of the original algebraic approach required either to extend the algebra as
in the papers above, or to downshift in the technology. The Lorentzian polynomials approach developed by
Brindén—Huh [BH18, BH20] and by Anari et. al [ALOV 18] allowed stronger results such as Theorem 1.3
and led to further results and applications such as [ALOV19, BLP20, HSW22, MNY21]. This paper
represented the first major downshift in the technology.

(o) A casual reader can be forgiven in thinking of this paper as a successful deconstruction of the
Lorentzian polynomials into the terminology of linear algebra. This is the opposite of what happens
both mathematically and philosophically. Our approach does in fact contain much of the Lorentzian
polynomials approach as a special case (cf. §17.9). This can be made precise, but we postpone that
discussion until [CP22a].

However, viewing greedoids and its special cases as languages allows us to reach far beyond what the
Lorentzian polynomials possibly can.* To put this precisely, our maps Tg ) have a complete flexibility in
their definition. In the world of Lorentzian polynomials, the corresponding maps are trivial. We trade the

elegance of that approach to more complexity, flexibility and strength.

(o) The true origin of our “combinatorial atlas” technology lies in our deconstruction of the Stanley
inequality (1.30). This is both one of oldest and the most mysterious results in the area, and our proof is
elementary but highly technical, more so than our proof of greedoid results.

To understand the conundrum Stanley’s inequality represents, consider the original proof in [Sta81]
which is barely a page long via a simple reduction to the classical Alexandrov—Fenchel inequality. The
latter is a fundamental result on the subject, with many different proofs across the fields, all of them

“4Lest one think to use a straightforward generalization to noncommutative polynomials, try imagining the right notion of a
partial derivative which plays a crucial role in [ALOV 18, BH20].
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difficult (see §16.20). This difficulty represented the main obstacle in obtaining an elementary proof of
Stanley’s inequality.

(o) Most recently, the new proof of the Alexandrov—Fenchel inequality by Shenfeld and van Han-
del [SvH19] using “Bochner formulas”, renewed our hopes for the elementary proof of Stanley’s inequal-
ity. Their proof exploits the finiteness of the set of normals to polytope facets in a very different way
from Alexandrov’s original approach in [Ale38], see discussion in [SVH19, §6.1]. Our next point of
inspiration was a most recent paper [SvH20] by Shenfeld and van Handel, where the authors obtain the
equality conditions for Stanley’s inequality (see Theorem 1.39) with applications to Stanley’s inequality
(cf. §17.11).

Deconstruction of [SVH19, SvH20] combined with ideas from [BH20, Sta81] and our earlier work
[CPP22a, CPP21], led to our “combinatorial atlas” approach. Both the Stanley inequality and the
conditions for equality followed from our linear algebra setting and became amenable to generalizations.
Part of the reason for this is the explicit construction of maps Tff >, which for convex polytopes are shown
in [SvH19] to exist only indirectly albeit in greater generality, see also §17.6.

(o) Now, once we climbed the mountain of Stanley’s inequality by means of the new technology, going
down to poset antimatroids, polymatroids and matroids became easier. Our ultimate extension to interval
greedoids required additional effort, as evidenced in the technical definitions in Section 3. Furthermore,
our approach retained the flexibility of allowing us to match the results with equality conditions.

(o) In conclusion, let us mention that the ultimate goal we set out in [Pak19], remains unresolved. There,
we observed that the Adiprasito—-Huh—Katz inequalities for graphs and Stanley inequalities for numbers
of linear extensions correspond to nonnegative integer functions in GAPP = #P — #P. We asked whether
these functions are themselves in #P. This amounts to finding a combinatorial interpretation for the
difference of the LHS and the RHS of these inequalities. While we use only elementary tools, the
eigenvalue based argument is not direct enough to imply a positive answer. See §17.17 for more on this
problem.

1.22 Paper structure

We start with basic definitions and notions in Section 2. In the next Section 3 we present the main results
of the paper on log-concave inequalities and the matching equality conditions for interval greedoids. We
follow in Section 4 with a chain of combinatorial reductions explaining how our greedoids results imply
poset antimatroid, polymatroid and matroid results.

In Section 5 we introduce the notion of combinatorial atlas, which is the main technical structure
of this paper. We then show how to derive log-concave inequalities in this general setting. The key
combinatorial properties of the atlases are given in Section 6. In the next Section 7, we show that under
additional conditions on the atlas, we can characterize the equality conditions.

From this point on, much of the paper occupy proofs of the results:
o Thm 1.31 (interval greedoids inequality) is proved in Section 8,
o Thm 3.3 (interval greedoids equality conditions) is proved in Section 9,

o Thm 1.6, Thm 1.9, Thm 1.10 (matroid inequality and equality conditions) are proved in
Section 10;
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in addition, this section includes proof of Prop. 1.11, further results on log-concavity for graphs
(§10.5), and examples of combinatorial atlases (§10.7),

o Thm 1.21, Thm 1.23 and Thm 1.24 (discrete polymatroid inequality and equality conditions)
are proved in Section 11,

o Thm 1.26, Thm 1.28 and Thm 1.30 (poset antimatroid inequality and equality conditions) are
proved in Section 12,

o Thm 1.16, Thm 1.18 and Thm 1.19 (morphism of matroids inequality and equality conditions)
are proved in Section 13,

o Thm 1.35 (weighted Stanley’s inequality) is proved in Section 14; in addition, this section
includes
§14.8 on posets with belts and an example §14.7 of a combinatorial atlas in this case,

o Thm 1.40 (equality condition for weighted Stanley’s inequality) is proved in Section 15.

These last two sections are the most technically involved parts of this paper. Note that although Sections
10-13 are somewhat independent, we do recommend the reader start with the matroid proofs in Section 10
because of the examples and as a starting point of generalizations, and antimatroid proofs in Section 12
because it has the shortest and cleanest reduction to the earlier greedoid results.

We conclude the paper with a lengthy historical Section 16 which cover to some degree various
background behind results int he introduction. Since the material is so vast, we are somewhat biased
towards most recent and general results. We present final remarks and open problems in Section 17.

2 Definitions and notations

2.1 Basic notation

We use [n] ={1,...,n}, N={0,1,2,...}, Z, ={1,2,...}, Ryo = {x >0} and R.o = {x > 0}. Fora
subset S C X and element x € X, we write S+x:=SU{x} and § —x:= S~ {x}.

2.2 Matrices and vectors

Throughout the paper we denote matrices with bold capitalized letter and the entries by roman capitalized
letters: M= (M;;). We also keep conventional index notations, so, e.g., (M° —i—Mz)l.j is the (i, j)-th
matrix entry of MP +M?. We denote vectors by bold small letters, while vector entries by either unbolded
uncapitalized letters or vector components, e.g. h = (hy,hy,...) and h; = (h);.

A real matrix (resp., a real vector) is nonnegative if all its entries are nonnegative real numbers, and
is strictly positive if all of its entries are positive real numbers. The support of a real d x d symmetric

matrix M is defined as:
supp(M) := {i€[d] : M;; #0 for some j € [d] }.
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In other words, supp(M) is the set of indexes for which the corresponding row and column of M are
nonzero vectors. Similarly, the support of a real d-dimensional vector h is defined as:

supp(h) := {ie[d] : h;#0}.

For vectors v,w € RY, we write v < W to mean the componentwise inequality, i.e. v; < w; for all i € [d].
We write |v|:=v|+...+v,. Wealso use ey,...,e, to denote the standard basis of R?.

Finally, for a subset S C [d], the characteristic vector of S is the vector v € R? such that v; = 1 if
icSand v;=0if i ¢ S. We use 0 € R to denote the zero vector.

2.3 Words

For a finite ground set X, we denote by X* the set of all sequences x; - --xy (¢ > 0) of elements x; € X for
i € [(]. We call an element of X* a word in the alphabet X. By a slight abuse of notation we use x; to
also denote the i-th letter in the word . The length of a word @ = x| - - - x4 is the number of letters £ in
the word, and is denoted by |a|. The concatenation a3 of two words o and f is the string o followed
by the string B. In this case « is called a prefix of of3. For every o = x1---x; € X*, we write z € a if
x; = z for some i € [{].

2.4 Posets

A poset P = (X, <) is a pair of ground set X and a partial order “<” on X. For x,y € X, we say that y
covers x in P, write x«—y, if x <y, and there exists no z € X such that x < z < y. For x,y € X, we write
x||y if x and y are incomparable in P. Denote by inc(x) C X the subset of elements y € X incomparable
with x.

A lower ideal of P is a subset S C X such that, if x € S and y < x, then y € S. Similarly, an upper
ideal of P is a subset S C X such that, if x € S and y > x, then y € X. The Hasse diagram H := Hqp of P
is the acyclic digraph with X as the vertex set, and with (x,y) as an edge if x«y.

A chain of P is a subset of X that is totally ordered: x; < x3 < ... < x¢. An antichain is a subset
S C X, such that every two elements in S are incomparable. Height of a poset height(P) is the length of
the maximal chain in P. Similarly, width of a poset width(P) is the size of the maximal antichain in P.
Element x € X is called minimal if there is no y € X, s.t. y < x. Define maximal elements similarly.

3 Combinatorics of interval greedoids

3.1 Preliminaries

Let § = (X,£) be an interval greedoid of rank m :=rk(G). Recall the definitions of Par(a) and Desg (x)
given in §1.13 above, and note that “~,” remains an equivalence relation, see Proposition 4.3.
For all o € £ and x,y € X, define passive and active non-continuations as follows:

Pasq(x,y) = {ZEX caz ¢ L, axz,ayz ¢ L, axyzEL},
Acty(x,y) = {ZEX cazé¢ L, axz,ayz € L, chyzell}.
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Let q: £ — R-¢ be a positive weight function, which we extend to q : X* — R by setting q(a@) =0

forall @ ¢ £. Let ¢ = (co,...,cm) € R”E, where m = rk(§), be a fixed positive sequence, which we

call the scale sequence. Consider another weight function o : X* — R:

ola) = q(cOt)7 where ¢ = |a| and a € X", 3.1)
¢

which we call the scaled weight function.

3.2 Properties

Fix weight function q : £ — R+ and scale sequence ¢ € R’ga’]. For every word a € £ of length ¢ := |a],
consider the following properties.

1. Continuation invariance property:
q(axyB) = q(ayxp) forall x,y € Cont(ax) and B € X™. (Contlnv)
Note that by the exchange property, we have oxyf € £ if and only if oyxp € L.

2. Passive-active monotonicity property:

Y ) q(oxyzB) > ) Y q(oxyzp), (PAMon)

z€Pasg(x,y) B €Conty(axyz) z€ Actg(x,y) B €Conty(0axyz)
for all distinct x,y € Cont(c), and k > 0. We also have a stronger property stated in terms of £.
2'. Weak local property:

x,y,z€X st axz,ayz,axyze L = oazel. (WeakLoc)

Observe that (WeakLoc) implies that Acty(x,y) = @ for all distinct x,y € Cont(ct), which in turn trivially
implies (PAMon). Note also that (WeakLoc) is a property of a greedoid rather than the weight function.
Greedoids that satisfy (WeakLoc) are called weak local greedoids.?

3. Log-modularity property:

o(ox) o(ay) = o(o) o(oxy) forall x,y € Cont(a) s.t. oxy € L. (LogMod)

4. Few descendants property:

|C|>2 = Desq(x) =2, foreveryxecC and C € Par(a). (FewDes)

SThis is a new class of greedoids which is similar but more general than the local poset greedoids. See Section 4 for the
properties of weak local greedoids, relationships to other classes, and §17.14 for further background.
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Note that (FewDes) is satisfied if |C| < 1, or if Desq(x) = @.
5. Syntactic monotonicity property:

o(ax)? > Z o(a) o(axy), forall x € Cont(a). (SynMon)
y€Desq(x)

For all € € Par(«), define

o) o(oxy) oo g
b (C) = y@%(x) o(ox)? o=t (3.2)

0 if [€]>2.

Note that properties (FewDes) and (SynMon) imply that by (C) < 1 for all € € Par(e). This sets up our
final

6. Scale monotonicity property:

2
€ > 1
- — ———F < 1, forall €€ Par(a). (ScaleMon)
< Ceceta Geé(a) 1 = ba(C€)

We adopt the convention that (ScaleMon) is always satisfied whenever c% 1 = ¢ecepn (because then the
LHS is considered nonpositive), and that by (C) < 1 for all € € Par(a) whenever c% 1 < ceeppn (as
otherwise the LHS is considered to be o) . In particular, note that (ScaleMon) is satisfied for the uniform
scale sequence ¢ = (1,...,1).

Remark 3.1. The last four properties (LogMod), (FewDes), (SynMon) and (ScaleMon) have a linear
algebraic interpretation as certain matrix being hyperbolic. We postpone a discussion of this until the
next section.

3.3 Admissible weight functions

We can now give the main definition used in the first main result of the paper (Theorem 1.31).

Definition 3.2 (k-admissible weight functions). Let § = (X, L) be an interval greedoid of rank m :=rk(9),
and let 1 < k < m. Weight function @ : L — R+ is called k-admissible, if there is a scale sequence
¢ =(co,...,cm) € R’;lgl, such that properties (Contlnv), (PAMon), (LogMod), (FewDes), (SynMon)
and (ScaleMon) are satisfied for all o € £ of length || < k.

We can also state our second main result of the paper, which gives the third equivalent condition in
Theorem 1.33 that is both more detailed and useful in applications.
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Theorem 3.3 (Equality for interval greedoids, second main theorem). Let § = (X,£) be an interval
greedoid of rank m := rk( 9) let 1 <k<m,andlet q: L — Rsg be a k-admissible weight function with
a scale sequence ¢ = (co,...,cm) € Rm+1 Then, the following are equivalent:

a. We have:
Lq(k)* = Lq(k—1) - Ly(k+1). (GE-a)

b. Thereis s(k—1) > 0, such that for every a € Ly_; we have:

Lya(2) = s(k—1)Lga(1) = s(k—1)*Lqq(0). (GE-b)

c. Thereis s(k—1) > 0, such that for every o € Ly we have:

Y alox) s(k—1), and (GE-c1)
x€Cont(@) q(OC)
2
(1 —bg(€ Z = s(k—1) <1 ck) forall €€ Par(a), (GE-c2)
el q Ck—1 Ck+1

where by (C) is defined in (3.2).
Note that (GE-c1) and (GE-c2) imply that (ScaleMon) is always an equality for o € £;_;.

Remark 3.4. Note that the k-admissible property of weight functions q is quite constraining and there
are interval greedoid for which there are no such q. Given the abundance of examples where such weight
functions are natural, we do not investigate the structural properties they constrain (cf. §16.11).

4 Combinatorial preliminaries

In this section we present basic properties of matroids, polymatroids, poset antimatroids, local poset
greedoids and interval greedoids. We include the relations between these classes which will be important
in the proofs. Most of these are relatively straightforward, but stated in a different way and often dispersed
across the literature. We include the short proofs for completeness and as a way to help the reader get
more familiar with the notions. The reader well versed with greedoids can skip this section and come
back whenever proofs call for the specific results.

4.1 Equivalence relations

Here we prove that equivalence relations given in the introduction are well defined. We include short
proofs both for completeness.

Proposition 4.1. Let M = (X,J) be a matroid, and let S € J be an independent set. Then the relation
“~g” defined in §1.4 is an equivalence relation.
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Proof. Observe that x ~g y if and only if x and y are parallel in the matroid M/S obtained from M by
contracting over S. 0

Proposition 4.2. Let D = ([n],d) be a discrete polymatroid, and let a € J be an independent multiset.

Then the relation “~,” defined in §1.10 is an equivalence relation.

Proof. It suffices to prove transitivity of “~,”, as reflexivity and symmetry follow immediately from
the definition. Let i ~, and j ~, k. Suppose to the contrary that i 4, k, so a + e; +e; € J. On the other
hand, a +e; € J since j € Cont(a). It then follows from applying the exchange property to @ +e; and
a+e;+e, that either a +e;+e; € J or a+e;+e; € g, both of which give us a contradiction. ]

Proposition 4.3. Ler G = (X,L) be an interval greedoid, and let a € L be a fixed word. Then the

¢

relation “~y” defined in §1.12 is an equivalence relation.

Proof. Reflexivity follows immediately from the definition. For the symmetry, let x ~ y and suppose to
the contrary that y 74 x. This is equivalent to ctyx € £. On the other hand, ox € £ since x € Cont(c).
It then follows from applying the exchange property to ox and ayx that axy € £, which contradicts
Xr~g .

For transitivity, let x ~4 y and y ~ z. Suppose to the contrary, that x -4y z, so axz € £. On the other
hand, oty € £ since y € Cont(c). It then follows from applying the exchange property to ay and oxz,
that either ayx € £ or ayz € £, both of which gives us a contradiction. O

We conclude with another equivalence relation, which will prove important in §13.2. Let : M — N
be a morphism of matroids, let f be the rank function for M = (X,J), and let g be the rank function for
N = (Y,d). For an independent set S € J, let H C X be given by

H = {xeX\S: g(®(S+x)) =rk(N)—1}. 4.1
Denote by “~p” the equivalence relation on H, defined by

x~pgy = g(P(S+x+y)) =rk(N)—1. (4.2)

“«

Proposition 4.4. The relation “~y” defined in (4.2) is an equivalence relation.

Proof. Reflexivity and symmetry follows directly from definition, so it suffices to prove transitivity.
Suppose that x,y,z € H are distinct elements, such that x ~g y and y ~g z. Assume to the contrary, that
x oty z. This implies that g(®(S+x+2z)) = rk(N). Applying the exchange property for matroid N to
®(S+y) and P(S+x+z), we have that either g(P(S+y+x)) =1k(N) or g(P(S+y+z)) =rk(N).
This contradicts the assumption, and completes the proof. O
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4.2 Antimatroids C interval greedoids

Note that (nondegenerate property) defining the language of a greedoid is vacuously true for poset
antimatroids. Also note that two properties defining the language of a greedoid are identical to those
defining antimatroids: (normal property) and (hereditary property). Similarly, the (exchange property)
for antimatroids is more restrictive than the (exchange property) for greedoids.

It remains to show that the (interval property) holds for antimatroids. Let A = (X,£) be an
antimatroid. Suppose o, 3,7 € X* and x € X, s.t. ax, affyx € L. Write & := ax and ' := 8. Then
note that x € &’ and x ¢ B, as otherwise w:= affyx ¢ L since w is not a simple word, and o', " € L.
Also note that x is the only letter in @’ that is not contained in B’. It then follows from the (exchange
property) for A, that afx = 'x € £, as desired. [

Proposition 4.5. Let P = (X, <) be a poset, and let A = (X, L) be the corresponding antimatroid. Then
A satisfies the (interval property), (FewDes) and (WeakLoc).®

Proof. The (interval property) is proved above for all antimatroids. For (WeakLoc), let x,y,z € X, s.t.
oxz, oyz, axyz € L. Since oxz € £ and y ¢ axz, this implies z is incomparable to y in P. Together with
ayz € L, this implies that oz € £, as desired.

For (FewDes), note that A satisfies

ax,ay €L, x,yeX — oaxycl. 4.3)

Indeed, this is because «y € £ implies that every element in P that is less than y is contained in ¢, so
they are also contained in ocx. This in turn implies that oxy € £. Now note that (4.3) implies that |C| = 1
for every parallel class C € Par(a) of a € £, and thus (FewDes) is satisfied trivially. O

4.3 Matroids C greedoids

Given a matroid M = (X,J), we construct the corresponding greedoid § = (X, £), where £ is defined as
follows:
o=x--x€l <= o« issimpleand {x,...,x} €7.

Observe that (nondegenerate property) for G follows from matroid M being nonempty, (normal property)
follows from definition, (hereditary property) for G follows from the (hereditary property) for M, and
the (exchange property) for G follows from (exchange property) for M.

Proposition 4.6. Given a matroid M = (X,J), the greedoid G = (X, L) constructed above satisfies the
(interval property), (FewDes) and (WeakLoc).

Proof. Now note that, the greedoid G satisfies

axyel, x,yeX = oayel. 4.4)

SWeak local property does not hold for all antimatroids, but holds for all poset antimatroids.
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This follows from commutativity of £ and the (hereditary property) of M. The (interval property) for G
follows immediately from (4.4).

Now, it follows from (4.4) that Desy (x) = @ for every a € £ and x € X, and (FewDes) then follows
trivially. Finally, let x,y,z € X, s.t. oxz, ayz, axyz € £. Applying (4.4) to axz € £, it then follows that
az € L. This proves (WeakLoc), and completes the proof. U

4.4 Discrete polymatroids C greedoid

Given a discrete polymatroid D = ([n],J), we construct the corresponding greedoid § = (X,£) as
follows. Let X := {x,-j 1<i,j < n} be the alphabet.”

For every word a € X*, denote by a, = (aj,...,a,) € N" the vector counting the number of
occurrences of x; ,’s in @, i.e. a; := ‘{] € nl : Xij €O } | The word o € X* is called well-ordered if for
every letter x;; in , letter x;;_1 is also in o before x;;.

Define £ to be the set of simple well-ordered words o € X*, such that a, € J. Note that, each vector
a € J corresponds to ( a "_‘_'." an) many feasible words ¢ € £ for which a, = a. Namely, these are all
permutations of the word xj1---X1a, -** Xn1 - -Xna, preserving the relative order of letters x;p,...,X;qa;.

For the greedoid § = (X, L), the (nondegenerate property) and the (normal property) follow from
definition. On the other hand, the (hereditary property) and the (exchange property) for G follows from
the corresponding properties for D. This completes the proof. [

Proposition 4.7. Given a discrete polymatroid D = (|n],d), the greedoid G = (X,L) constructed above
satisfies the (interval property), (FewDes) and (WeakLoc).

Proof. First, let us show that (interval property) holds for §. Let a,,y € X*,and let z=1x;; € X s.t.
oz, ofyz € L. Since afyz € £, this implies that x;j.1,...,x;, ¢ B. Since oz € £, this implies that
o Pz is well-ordered. On the other hand, by applying the (hereditary property) of D to the word a3z, it
then follows that a4, € J. Hence, the word oz € £, which proves the (interval property).

Now, note that G satisfies

Desg(xij) € {xij+1} forevery o€ £ and x;; € Cont(c). (4.5)

For (WeakLoc), let x,y,z € X, s.t. axz, ayz, axyz € L. Suppose to the contrary, that oz ¢ £. Since
oxz € £ and ayz € L, this implies that z € Desy (x) and z € Desy/(y). On the other hand, this intersection
is empty by (4.5). This gives a contradiction, and proves (WeakLoc).

For (FewDes), let a = a, where o € £, and let x,y € Cont(@) be distinct elements s.t. x ~ y. Let
i,j € [n] be such that ag, =a+e; and agy, =a+e;. Note that i # j and a+e;,a+e; € J. Suppose to
the contrary, that (FewDes) is not satisfied, so we can assume that Desy(x) # @. By (4.5), this implies
that a+2e; € J. Now, by applying the polymatroid exchange property to @ +e; and a +2e;, we then
have a +e;+e; € J. This contradicts the assumption that x ~ y, and proves (FewDes). g

"Unlike the rest of the paper, here |X| = n?.
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4.5 Exchange property for morphism of matroids

We will also need the following basic result.

Proposition 4.8. Let @ : M — N be a morphism of matroids M = (X,J) and N = (Y,J). Let S,T C X,
|S| = |T| be two distinct bases of ®. Then there exists z € S\T and w € T\ S such that S —z+w is also
a basis of ®.

Proof. Fix an arbitrary z € S\ T. We split the proof into two cases. First, suppose that ®(S — z) contains
a basis of N. Applying the exchange property of M to the independent sets S — z and T, there exists
w € T\ S such that §' := S —z+w is an independent set of M. Note that ®(S") D (S —z) contains a
basis of N by assumption, so S’ is a basis of @, as desired.

Second, suppose that ®(S —z) does not contain a basis of N. Applying the exchange property of N
to ®(S —z) and P(T), there exists w € T\ S such that &(S —z+w) contains a basis of N. Since ® is a
morphism of matroid, we have

FS—z4w) = f(S=2) 2 g(B(S—z+w)) — g(d(S—2)) = 1,

where f and g are rank functions in M and N, respectively. This implies that S —z+w is an independent
set of M, and therefore S —z+ w is a basis of the morphism ®. This completes the proof. O

S Combinatorial atlases and hyperbolic matrices

In this section we introduce combinatorial atlases and present the local-global principle which allows
one to recursively establish hyperbolicity of vertices. See §17.4 for some background.

5.1 Combinatorial atlas

Let P = (Q, <) be a locally finite poset of bounded height.® Denote by I = (Q,®) = Hp be the acyclic
digraph given by the Hasse diagram of P. Let QY C Q be the set of maximal elements in P, so these are
sink vertices in I'. Similarly, denote by QF := Q~ QO the non-sink vertices. We write v* for the set of
out-neighbor vertices v € Q, such that (v,') € ©.

Definition 5.1. A combinatorial atlas A = Ay of dimension d is an acyclic digraph I' := (Q,0) = Hyp
with an additional structure:

o Each vertex v € Q is associated with a pair (M,,h,), where M, is a nonnegative symmetric
d x d matrix, and h, € R is a nonnegative vector.

o Every vertex v € Q" has outdegree d, and the outgoing edges of each vertex v € Q" are labeled
with indices i € [d]. We denote the edge labeled i as e!) = (v,v{), where 1 <i <d.

o Each edge el is associated to a linear transformation T<vi> :RY - RY

8In our examples, the poset P can be both finite and infinite.
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Whenever clear, we drop the subscript v to avoid cluttering. We call M= (M;}); je|q the associated

matrix of v, and h = (h,-)ie[d] the associated vector of v. In notation above, we have v € v*, for all
1 <i<d.

5.2 Local-global principle

As in the introduction (see §1.20), matrix M is called hyperbolic, if
(v,Mw)? > (v, Mv)(w,Mw) forevery v,wecRY suchthat (w,Mw)>0. (Hyp)

For the atlas A, we say that v € Q is hyperbolic, if the associated matrix M, is hyperbolic, i.e. satisfies
(Hyp). We say that atlas A satisfies hyperbolic property if every v € Q is hyperbolic.

Note that property (Hyp) depends only on the support of M, i.e. it continues to hold after adding or
removing zero rows or columns. This simple observation will be used repeatedly through the paper.

We say that atlas A satisfies inheritance property if for every non-sink vertex v € Q*, we have:
(Mv); = <T<"> v, M<i>T<i>h> for every i€ supp(M) and ve€RY, (Inh)

where T = T,<f.> ,h=h, and MY := M, is the matrix associated with )

Similarly, we say that atlas A satisfies the pullback property if for every non-sink vertex v € Q*, we
have:

Y n <T<i> v, MO T v) > (v,Mv) for every v e R?. (Pull)
i€supp(M)

We say that a non-sink vertex v € Q" is regular if the following positivity conditions are satisfied:

The associated matrix M, restricted to its support is irreducible. (Irr)

The associated vector h,, restricted to the support of M,, is strictly positive. (h-Pos)

Note that a matrix is irreducible if if it is not similar via a permutation to a block upper triangular matrix
that has more than one block of positive size.

We now present the first main result of this section, which is a local-global principle for (Hyp).

Theorem 5.2 (local-global principle). Let A be a combinatorial atlas that satisfies properties (Inh) and
(Pull), and let v € QT be a non-sink regular vertex of T. Suppose every out-neighbor of v is hyperbolic.
Then v is also hyperbolic.

Theorem 5.2 reduces checking the property (Hyp) to sink vertices v € Q°. In our applications, the

pullback property (Pull) is more complicated condition to check than the inheritance property (Inh). In
the next Section 6, we present conditions implying (Pull) that are easier to check.
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5.3 Eigenvalue interpretation of hyperbolicity

The following lemma that gives an equivalent condition to (Hyp) that is often easier to check. A symmetric
matrix M satisfies (OPE) if

M has at most one positive eigenvalue (counting multiplicity). (OPE)

The equivalence between (Hyp) and (OPE) is well-known in the literature, see e.g., [Gre81], [COSWO04,
Thm 5.3], [SvH19, Lem. 2.9] and [BH20, Lem. 2.5]. We present a short proof for completeness.

Lemma 5.3. Let M be a self-adjoint operator on R? for an inner product (+,). Then M satisfies (Hyp)
if and only if M satisfies (OPE).

Proof. For the (Hyp) = (OPE) direction, suppose to the contrary that M has eigenvalues A;, 4, > 0 (not
necessarily distinct). Let v and w be orthonormal eigenvectors of M for A; and A, respectively. It then
follows that

0 = (vvMw) and (v.Mv)(w,Mw) = LA,

which contradicts (Hyp).

For the (OPE) = (Hyp) direction, let v,w € R? be such that (w,Mw) > 0. Let A be the largest
eigenvalue of M, and let h be a corresponding eigenvector. Since (w,Mw) > 0, this implies that 4 is a
positive eigenvalue. Since M has at most one positive eigenvalue (counting multiplicity), it follows that A
is the unique positive eigenvalue of M, and is a simple eigenvalue. In particular, this implies that

(w,Mh) # 0,
as otherwise, we would have (w,Mw) < 0. Let z € R be the vector

(v,Mh)
(w,Mh)

Z — V —

It follows that (z, Mh) = 0. Since A is the only positive eigenvalue of M, we then have
(z,Mz) < 0. (5.1)
On the other hand, we have
(v.Mh) (v,Mw) _ (v,Mh)? {w,Mw)
(w, M) (w, Mh)?
(v,Mw)?

SRRCATTN

(z,Mz) = (v,Mv) — 2

where the last inequality is due to the AM—GM inequality. Combining this inequality with (5.1), we get
(v, Mw)? > (v,Mv) (w,Mw),

which proves (Hyp). O
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5.4 Proof of Theorem 5.2

Let M:=M, and h := h, be the associated matrix and the associated vector of v, respectively. Since
(Hyp) is a property that is invariant under restricting to the support of M, it follows from (Irr) that we can
assume that M is irreducible.

Let D:= (D;;) be the d x d diagonal matrix given by

Mh);
D; = (h) forevery 1 <i<d.
i
Note that D is well defined and D;; > 0, by (h-Pos) and the assumption that M is irreducible. Define a
new inner product (-,-)p on RY by (v,w)p := (v,Dw).

Let N:= D~ !'M. Note that (v,Nw)p = (v,Mw) for every v,w € RY. Since M is a symmetric matrix,
this implies that N is a self-adjoint operator on RY for the inner product (-,-)p. A direct calculation
shows that h is an eigenvector of N for eigenvalue A = 1. Since M is irreducible matrix and h is a
strictly positive vector, it then follows from the Perron—Frobenius theorem that A = 1 is the largest real
eigenvalue of N, and that it has multiplicity one.

Claim: A =1 is the only positive eigenvalue of N (counting multiplicity).
By applying Lemma 5.3 to the matrix N and the inner product (-, -)p, it then follows that

(v,Nw)j, > (v,Nv)p (w,Nw)p forevery v,w € RY.

Since (v,Nw)p = (v,Mw), this implies (Hyp) for v, and completes the proof of the theorem. O

Proof of the Claim. Let i € [d] and v € RY. It follows from (Inh) that

2

(Mv)))? = (TOv, MO TOR)?, (5.2)

Since M) satisfies (Hyp) by the assumption of the theorem, applying (Hyp) to the RHS of (5.2) gives:

(Mv),)> > (Tv, MO Ty (T, M? TOh), (5.3)
Here (Hyp) can be applied since <T<i>h, M T<i>h> = (Mh); > 0. Now note that
25 _ 2 by \2 h;
((Nv);)"Dii = ((Mv);) (Mhy; (Mv),) (Th, MO TOR)

>(s53) hi (Tv, MO TV,

Summing this inequality over all i € [d], gives:
(Nv,Nv)p > Y b (TOv, M TOV) >puy (v,Mv) = (v,Nv)p. (5.4)
i=1

Now, let A be an arbitrary eigenvalue of N, and let g be an eigenvector of A. We have:

2*(g,g)p = (Ng,Ng)p >i.4) (g,Ng)p = A (g,€)p.

This implies that A > 1 or A < 0. Since A = 1 is the largest eigenvalue of N and is simple, we obtain the
result. O
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Remark 5.4. In the proof above, neither the Claim nor the proof of the Claim are new, but a minor
revision of Theorem 5.2 in [SVH19]. We include the proof for completeness and to help the reader get
through our somewhat cumbersome notation.

6 Pullback property

In this section we present sufficient conditions for (Pull) that are easier to verify, together with a
construction of the maps T,

6.1 Three new properties

Let A be a combinatorial atlas. We say that A satisfies the projective property, if for every non-sink vertex
v € QT and every i € supp(M), we have:

(i) — {Vj if j € supp(M®) Nsupp(M),

. Proj
J v if j € supp(M?)\ supp(M). (Proy)

We say that A satisfies the transposition-invariant property, if for every non-sink vertex v € Q*, we have:

MYIE = M,g> = Mg‘> for every distinct i, j, k € supp(M). (T-Inv)

Now, let v € QT be a non-sink vertex of I, and let i € supp(M). We partition the support of matrix
M associated with vertex v{), into two parts:

Aunt” := supp(M") N (supp(M) — i), Fam'” := supp(M) \ (supp(M) — i). 6.1)

In other words, Aunt” consists of elements in the support of M that do not include i,” while Fam

consists of i together with elements that initially are not in the support of M, but is then included in the
support of M 10 For every distinct i, j € supp(M), let

Kj =M, —n Y MY (6.2)
k€Fam!/

Let us emphasize that Aunt'”?, Fam® | and K;; all depend on non-sink vertex v of I', even though v does
not appear in these notation.

We say that A satisfies the K-nonnegative property, if for every non-sink vertex v € Q,
K;; > 0 forevery distinct #,j € supp(M). (K-Non)
The main result of this subsection is the following sufficient condition for (Pull).

Theorem 6.1. Let A be a combinatorial atlas that satisfies (Inh), (Proj), (T-Inv) and (K-Non). Then A
also satisfies (Pull).

9The name “aunt” here is referring to the siblings of the parent.
10The name “family™ here is referring to both the parents and their children.
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6.2 Symmetry lemma

To prove Theorem 6.1, we need the following:

Lemma 6.2. Let A be a combinatorial atlas that satisfies (Inh), (Proj), and (T-Inv). Then, for every
non-sink vertex v € QF, we have:

Kij = Kj; foreverydistinct i,j € supp(M).

Proof. Let ey,...,e; be the standard basis for R?. 1t follows from (Inh) that:

d
M = (Me;), =g (T%e;,M"T Z

= Y M{@am), + ¥ My ’>h

ke Fam{) ke Aunt®®

=M (T%h), + Y M@0, + Y MY (1),
ke Fam k€ supp(M)\{i,j}

Applying (Proj) to the equation above, we get:

Mi = Mjh + ¥ Mpho+ Y M (63)
keFam® kesupp(M)\{i,j}

By the same reasoning, we also get:

M =M + Y M+ Y MY (6.4)
k€ Fam' ke supp(M)\{i,j}

By (T-Inv), the rightmost sums in (6.3) and (6.4) are equal. On the other hand, the left side of (6.3) and
(6.4) are equal since M is a symmetric matrix. Equating (6.3) and (6.4), we obtain:

(i — MY ()
M+ Y MUh =M+ Y M,
keFam keFam

which is equivalent to

() (J) R0)
M} h; — Y M'h; =M'h — ) Mjk
k€ Fam'/ k € Fam(?

The lemma now follows by noting that the LHS of the equation above is equal to K;;, while the RHS is
equal to Kj;. O

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 88


https://jamathr.org

LOG-CONCAVE POSET INEQUALITIES

6.3 Proof of Theorem 6.1

Let v be a non-sink vertex of I, and let v € R?. The left side of (Pull) is equal to

Y b (TOyMOTOY) = Y Y b (1) (1), M
i€ supp(M) i€supp(M) j ke supp(M())

First, this sum can be partitioned into the sum over the following five families:

(6.5)

(1) The triples (i, j,k), where i € supp(M), and j,k € Aunt"” are distinct. By (Proj), the term in (6.5)

is equal to

hiVijM;i]z.

(2) The triples (i, j,k), where i € supp(M), and j,k € Fam'? (not necessarily distinct). By (Proj), the

term in (6.5) is equal to
hv M.

(3) The triples (i, j, k), where i € supp(M), j € Aunt'”), and k € Fam®. By (Proj), the term in (6.5) is

equal to
h,‘ ViVj M;l]z .

(4) The triples (i, j, k), where i € supp(M), j € Fam®, and k € Aunt'?. By (Proj), the term in (6.5) is

equal to

h,' ViVi M;llz .

(5) The triples (i, j, k), where i € supp(M), and j =k € Aunt®?. By (Proj), the term in (6.5) is equal to

2@ hi o 200
J keFam{

Thus the sum over this family can be partitioned further into the sum over the following two

families:

(5a) The pair (i, j), where i, j € supp(M) are distinct, with the term

F;VjKij‘

(5b) The triples (i, j, k), where i, j € supp(M) are distinct, and k € Fam'/), with the term

hviMY .
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Second, the right side of (Pull) is equal to

(v,Myv) = Z v (MV)y =(tnh) Z vy <T<i’)v’ M T(i/>h>
i' € supp(M) i’ € supp(M)
-y Y v (), (1), M. (6.6)

i'€supp(M) j/ k' € supp(M))
This sum can be partitioned into the sum over the following five families:

(1) The triples (i, j/,k'), where i’ € supp(M), and j/,K’ € Aunt'’) are distinct. By (Proj), the term in
(6.6) is equal to
hk/ \44 Vj/ Mil, >, .

(2") The triples (7', j',k"), where i’ € supp(M), and j/, k' € Fam(") (not necessarily distinct). By (Proj),
the term in (6.6) is equal to

hi’ Vi2' Mil,/>, .

(3') The triples (i, ,k'), where i’ € supp(M), j/ € Aunt'"’, and ¥ € Fam). By (Proj), the term in
(6.6) is equal to

(i")
h,'/ A\ Vj/ Mj’k/ .

(4') The triples (i, j,k'), where i’ € supp(M), j/ € Fam‘"), and ¥ € Aunt"). By (Proj), the term in
(6.6) is equal to
()

2
hk/ Vl/ Mj

/.

(5') The triples (i, j/,k'), where i’ € supp(M), and j' = k' € Aunt’). By (Proj), the term in (6.6) is
equal to
hj/ \4% Vj/ Mﬁl,;, = Vy Vj/ Ki/j’ =+ Z hj/ \/ Vj/ ME’Jk) .
¥ €Fam'/"
Thus the sum over this family can be partitioned further into the sum over the following two
families:
(5a") The pair (¢, j'), where 7, j' € supp(M) are distinct, with the term

Vi’ Vj/ Kilj/ .
(5b') The triples (7, j/,k'), where 7, j' € supp(M) are distinct, and k¥ € Fam/"}, with the term

-/
hj/ Vir v Mg,jk) .

Third, we show that the RHS of (6.5) is at least as large as the RHS of (6.6). We have the following six
cases:
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(i) The term in (1) is equal to that of (1’) by substituting i < j, j' < k, k' < i (counterclockwise
substitution) to (1):

(1)

h;v;vy M§Zk> =(T-Iv) DiV;jvi Mk{ i

= hk/ Vi v Mjik’ .

(ii) The term in (2) is equal to that of (2") by substituting i’ < i, j < j, kK’ < k (identity substitution)
to (2): . _

h; v? Mjl,z = hyvi M%, .

(iii) The term in (3) is equal to that of (3") by substituting i’ < i, j' + j, k' + k (identity substitution)
to (3):

(i

(@)
h,‘V,'VjM = hi’Vi’Vj’Mj/k"

jk
(iv) The term in (4) is equal to that of (5b’) by substituting i < k, ;' < i, K’ < j (clockwise substitution)
to (4): ' .
h; v; V/(Mj.'k> = hjyvyvy M§’]1<’> .
(v) The term in (5a) is equal to that of (5a") by substituting i’ < i, j' < j (identity substitution) to (5a):
h; h;
h*;VfKij + iV%Kji > 2vivj/KijKji =teme.2 VivjKij + v;viKji
= Vl'/ Vj/ Ki/j/ + le Vl'l Kjll'l s
where the first inequality follows from (K-Non) and the AM-GM inequality.!!
(vi) The term in (5b) is equal to that of (4') by substituting i’ <— j, j < k, k' <— i (clockwise substitution)
to (5b): ' .
hivIMY = hyviMy) .
This completes the proof of the theorem. O

Remark 6.3. The condition (K-Non) in Theorem 6.1 can be weakened as follows. Let v € Q1 be a
non-sink vertex, and let K:= (K;;); jesupp(v) be the matrix defined by
K;j asin (6.2) if i,j € supp(M), i# j,

h‘
- Z — K¢ if i=j € supp(M).
tesupp(M)\{i}

We claim that the condition (K-Non) in Theorem 6.1 can be replaced with

K,‘j =

The matrix —K is positive semidefinite, (K-PSD)

for every non-sink vertex v of I'. This generalization follows from the same proof as Theorem 6.1 by
a straightforward modification to step (v). Note that in this paper we never apply this (slightly more
general) version of Theorem 6.1, as all interesting applications that we found satisfy the stronger condition
(K-Non), which is also easier to check.

"'Note that this is only instance of inequality in this proof.
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7 Hyperbolic equality for combinatorial atlases

In this section we characterize when the equality conditions in (Hyp) hold for all non-sink vertices in a
combinatorial atlas. For that, we obtain the equality variation of the local-global principle (Theorem 5.2).
See §17.4 for some background.

7.1 Statement

Let A be a combinatorial atlas of dimension d. Recall that, for a non-sink vertex v of I', we denote by
M =M, the associated matrix of v, by h =h, the associated vector of v, by T = T<v’> the associated
linear transformation of the edge e = (v, v{?), and by M the associated matrix of the vertex v\

A global pair f,g € RY is a pair of nonnegative vectors, such that
f+ g is a strictly positive vector. (Glob-Pos)

Here f and g are global in a sense that they are the same for all vertices v € Q.

Fix a number s > 0. We say that a vertex v € Q satisfies (s-Equ), if
(£Mf) = s(g,Mf) = s’ (g, Mg), (s-Equ)

where M = M, as above. Observe that (s-Equ) implies that equality occurs in (Hyp) for substitutions
v < g and w < f, since

(g,Mf)> = s (g,Mg) s~ (f Mf) = (g, Mg) (f,Mf). (7.1)

We say that the atlas A satisfies s-equality property if (s-Equ) holds for every v € Q.

We now present the first main result of this section, which is a local-global principle for (s-Equ). A
vertex v € Q7 is called functional source if the following conditions are satisfied:

f; = (T<i>f)j and g; = (T<i>g)j for every i € supp(M), j € supp(M®),  (Glob-Proj)
f=nh,. (h-Glob)

Here condition (Glob-Proj) means that f,g are fixed points of the projection T/ when restricted to the
support.

We say that an edge ') = (v, v<i>) € O is functional if v is a functional source and i € supp(M) N
supp(h). A vertex w € Q is a functional target of v, if there exists a directed path v — w in I consisting
of only functional edges. Note that a functional target is not necessarily a functional source.

Theorem 7.1 (local-global equality principle). Let A be a combinatorial atlas that satisfies properties
(Inh), (Pull). Suppose also A satisfies property (Hyp) for every vertex v € Q. Let f,g be a global pair
of A. Suppose a non-sink vertex v € Q7 satisfies (s-Equ) with constant s > 0. Then every functional
target of v also satisfies (s-Equ) with the same constant s.
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7.2 Algebraic lemma

We start with the following general algebraic result. Recall that a matrix is hyperbolic if it satisfies (Hyp).
Lemma 7.2. Let M be a nonnegative symmetric hyperbolic r X r matrix. Let f,g € R" be nonnegative

vectors, let s > 0, and let 2 :=f —sg. Then (s-Equ) holds if and only if Mz = Q.

Proof. The < direction follows from the fact that
(EME) — s(gMf) = (ZMf) — (Mzf), and s(gMf) — s> (g Mg) — s(gMz). (72)

Thus it suffices to prove the = direction. We will assume that M is nonzero when restricted to the
support of g+f, as otherwise every term in (s-Equ) is equal to 0 and the lemma follows immediately. Let
w := g+f, and the assumption implies that (w,Mw) > 0. By (Hyp), we then have that the matrix M is
negative semidefinite on (Mw). Now note that z € (Mw), since (z,Mw) = 0 by (7.2) and (s-Equ).
Also note that

(z,Mz) = (£, Mf) — 2s(g,Mf) + s> (g,Mg) =@Equ O. (7.3)

It then follows from these three observations that Mz = 0, as desired. O

7.3 Proof of Theorem 7.1

By induction, it suffices to show that, for every functional edge (v,v?) € v*, we have that v(*) satisfies
(s-Equ) with the same constant s > 0.

It follows from (Inh), that for every i € supp(M) we have:
(Mg), = (TgMOT"h)  and  (Mh), = (TVh,MY T h).
It then follows from (Glob-Proj) and the fact that f =h = h, by (h-Glob) that
(Mg), = (gMf)  and  (Mf), = (M), (7.4)

Let z := f—sg. It then follows from (s-Equ) and (7.3) that (z,Mz) = 0. By Lemma 7.2, (s-Equ)
implies that Mz = 0, which is equivalent to sMg = Mf. Together with (7.4), this implies that

s(g,M7f) = s(Mg), = (Mf), = (EM7f). (1.5)
On the other hand, we have
; s+1
EMOf) =4y (MF), =45, 5 (M(f+g)), >0,

where the positivity follows by (Glob-Pos) and the assumption that i € supp(M). Now note that,

(zM2) = s> (gM7g) — 25(g MV f) + (£, M7 1)
i (g, M )2 (7.6)
=@s) 8 <<g7M<>g> T Mo )
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which is nonpositive as v satisfies (Hyp). On the other hand, we have

Y h@EMz) =Goveey Y, hi(TO2,MITV2) >y (2,Mz) =43 0.
i€supp(M) i€supp(M)

So the RHS of this inequality is equal to 0, while the LHS is a sum of nonpositive terms by (7.6). This
implies that every term in the first sum is equal to 0, and thus h;(z, M) z) = 0 for every i € supp(M).
This in turn implies that (z, M z) = 0 whenever (v,v?) is a functional edge. This is equivalent to
saying that the left side of (7.6) is zero, and we have:

(g, M )2 1

gy — W2 7/ z (i)

It then follows from (7.5) and (7.7) that v satisfies (s-Equ) whenever (v, v<i>) is a functional edge, which
completes the proof. 0

8 Log-concave inequalities for interval greedoids

In this section, we prove Theorem 1.31 by constructing a combinatorial atlas corresponding to a greedoid,
and applying both local-global principle in Theorem 5.2 and sufficient conditions for hyperbolicity given
in Theorem 6.1.

8.1 Combinatorial atlas for interval greedoids

Let § = (X,£) be an interval greedoid on |X| = n elements, let 1 < k < 1k(§), andlet q: £L — R~ be
the weight function in Theorem 1.31. We define a combinatorial atlas A corresponding to (§,k,q) as
follows.

Define an acyclic graph I":= (Q,®), where the set of vertices Q := Q'UQ' U...UQ ! is given
byl2
Q"= {(a,m,t) | a € X*with |a| <k—1—m,1€[0,1]} for m>1,
Q" := {(a,0,1) | @€ X" with || <k—1}.
Here the restriction ¢ = 1 in Q° is crucial for a technical reason that will be apparent later in the section.
Let X := X U{null} be the set of letters X with one special element null added. The reader should
think of element null as the empty letter. Let d := |X| = (n+ 1) be the dimension of the atlas, so each

vertex v € Q™, m > 1, has exactly (n+ 1) outgoing edges we label (v, v<x>) € ®, where x € X and
v € Q"1 is defined as follows:

(x) (ch,m—l,l) if XGX,
1% =
(a,m—1,1) if x=null.
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t=1
— <X> U<x>
1 t=1 /
0 olx
h h t=1
v(null)
o

Figure 8.1: Edges of two type: et = (v,v<x>), v=(a,m,t), VW) = (ax,m—1,1), and ¢ =
(v,v<”“”>), v=(a,m,t), V" = (a,m—1,1).

Let us emphasize that this is not a typo and we indeed have the last parameter ¢ = 1, for all v¥) (see
Figure 8.1).

For every & € X* and every m € {1,...,1k(G) — || — 1}, we denote by A(ct,m) := (A,y) the

xyeX
symmetric d x d matrix defined as follows:!3

Ay =0  for x¢Cont(a)+ null or y¢ Cont(a)+ null,

Ay = Z q(axyp) for x#y, x,y€ Cont(c),
B € Conty,—1 (axy)
A= ) ) q(axyp) for x € Cont(a),
y€Desg(x) BeConty_;(0xy)
Avnul = Anullx i= Z q(axp) for x € Cont(ar) and y = null,
B €Cont,,—1 (ax)
AnuIInuII = Z q(OCB)

B €Cont,,—1 (@)

For the second line, note that (Contlnv) implies A,, = A,,. Note also that A, > 0, since by
the exchange property the word ox € £ can be extended to axff € £ for some B € X* with || <
k(G) — || —1.

For each vertex v = (a,m,t) € Q, define the associated matrix as follows:
M= M((Lm,t) = tA(oc,m—i— 1) + (1 —t)A(Ot,m).

Similarly, define the associated vector h =hy ;) € R with coordinates

t if xeX,
h, = ]
1—t if x=null

12¥es, graph I' has uncountably many vertices.
B3When m = 1 and o € £, we have Cont,,_; (&) consists of exactly one element, namely the empty word.
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Finally, define the linear transformation T : RY — R? associated to the edge (v, v®), as follows:

(T(x)v) — W if ye TPP(M)v
vy if y € X\ supp(M).

8.2 Properties of the atlas

We now show that our combinatorial atlas A satisfies the conditions in Theorem 5.2, in the following
series of lemmas.

Lemma 8.1. For every vertex v = (o,m,t) € Q, we have:
(1) the support of the associated matrix M, is given by

supp(M,) = supp(A(a,m+1)) = supp(A(a,m)) = {Com(a) Tl Fack,

@ if a¢l.
(i1) vertex v satisfies (Irr), and

(iii) vertex v satisfies (h-Pos) for t € (0,1).

Proof. Part (i) follows directly from the definition of matrices M, A(o,m+ 1), and A(ct,m). Part (iii)
follows from the fact that h,, is a strictly positive vector when ¢ € (0, 1).

We now prove part (ii). If a ¢ £, then M s a zero matrix and v trivially satisfies (Irr). If @ € £, then
it follows from the definition of M= (M, ), that My n > O for every x € Cont(ct). Since the support
of M is Cont(a) + null, this proves (Irr), as desired. O

Lemma 8.2. For every greedoid G = (X, L), the atlas A satisfies (Proj).

Proof. Letv = (a,m,t) € Q", m > 1, be a non-sink vertex of I". The condition (Proj) follows directly
from the definition of T, O

Lemma 8.3. For every greedoid G = (X, L), the atlas A satisfies (Inh).

Proof. Letv= (a,m,t) € Q", m> 1, be a non-sink vertex of I". Let x € supp(M) = Cont(a) U {null}.
By the linearity of T, it suffices to show that for every y € Cont(ct) U {null}, we have:

M, = <T<X> ey, M® T® h >’

where {ey, yE X } is the standard basis for RY. We present only the proof for the case x,y € Cont(a),
as the proof of the other cases are analogous.
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First suppose that x,y € Cont(a) are distinct. Then:

(TWe,, MW TWR) = ¥ M¥(TWh).
z€supp(M™)
- Y t A(ox,m)y; + (1—1) A(0x,m)ynyl

z€supp(M®™), z#null

= Z Z tq(axyzB) + Z (1—1)q(oxypB)

z€X BeConty,_; (axyz) B € Cont,,—1 (axy)
= )Y tqlawyy) + Y  (1-1)q(axyp),
y € Cont,, (0txy) BeConty,_; (otxy)

where we substitute y < zf3 in the first term of the last equality. This implies that
(TWe,, MYV TWh) = tA(a,m+ 1)y + (1—1)Alat,m)y = My,

which proves (Inh) for this case.

Now suppose that x =y € Cont(c). Then:

(TW e, MW TWh) = Y MY (T%h)..
y € supp(M®)\supp(M) z & supp(M™))

By the same argument as above, this equation becomes

Y Y, rq(awyy) + Y, (1-1)q(axyp)
y € supp(M® )\supp(M) 7€ Cont,,(0txy) B €Cont,,_; (axy)
= X Y, rqlawyy) + ) Y, (1-1n)q(oxyp)
y€Desg(x) yeConteyy(m) y€Desg(x) B €Contgyy(m—1)

= tA(a,m+ Dy + (1—1)A(0t,m)yy = My,

which proves (Inh) for this case. This completes the proof. O

Lemma 8.4. Let G = (X, L) be an interval greedoid, and suppose the weight function q: L — R+
satisfies (ContInv). Then the atlas A satisfies (T-Inv).

Proof. Let v = (at,m,t) € Q™, m > 1, be a non-sink vertex of I', and let x,y,z be distinct elements of
supp(M) = Cont () + null. We present only the proof for the case when x,y,z € Cont(¢), as other cases
follow analogously.

First suppose that ox’y'z’ ¢ £ for every permutation (x',y’,7’) of {x,y,z}. Then

M = MY — ME o

and (T-Inv) is satisfied. So, without loss of generality, we assume that axyz € £. It then follows from the
interval exchange property that ox’y’z’ € £ for every permutation (x’,y’,z') of {x,y,z}. This allows us
to apply (Contlnv) for o € £ and any two elements from {x,y,z}.
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We now have

MY = Alox,m),, = Y qloxyzB)

B € Cont,,_1 (axyz)

= (ContInv) Z qlayxzB) = A(oy,m),, = Mg) )
B €Cont,,—; (ayxz)
By an analogous argument, it follows that M§§> = M)<(§> and thus (T-Inv) is satisfied, as desired. -

Lemma 8.5. Let § = (X, L) be a greedoid, let 1 < k < rk(S), and suppose the weight function q: L —
R+ satisfies (Contlnv) and (PAMon). Then the atlas A satisfies (K-Non).

Proof. Letv= (o,m,t) € Q", m> 1, be a non-sink vertex of I. We need to check the condition (K-Non)
for distinct x,y € supp(M) = Cont(ct) + null.
First suppose that x, y are distinct elements of Cont(c). We have:

My = A(ax,m), = ¥ Y a(axyzp).

z€Desqy(y) B €Conty_(0txyz)

Note that z € X in the equation above is summed over the set
{zeX:axz¢ L, oxyze L }.

By the interval exchange property, every element z in the set above also satisfies az ¢ £. We can then
partition the set above into

{zraz¢ Lyaxz¢ L, oyz¢ L, axyze L} U {z:az¢ L, oxz¢ L, ayze L, oxyz€ L}
= Pasq(x,y) U {z : az%ﬁ,axz%ﬁ,ayzeﬁ,axyzeﬁ}.

On the other hand, we have:

Y MY = Y Alapm. = Y ) q(ayxzB)

z€Fam®) z€Fam®) z€Desq(y) BeConty, 1 (oryxz)

=(Contlv) Y, ) q(axyzB),

z€Desq(y) BeConty_; (axyz)

where in the last equality we apply (ContInv) to swap x and y. Note that z € X in the equation above is
summed over the set

{zeX:0z¢ L, oyz€ L, axyze L},
which can be partitioned into

{z:az¢ L,axzeL,ayzeL,axyze L} U {z:az¢ L, axz¢ L, ayze L, axyze L}
= Actg(x,y) U {z:az¢ L, axz¢ £, ayze £, axyze L }.
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It follows from the calculations above that

My - Y MY = Y% Y  qonzp)

z€Fam® z€Pasq(x,y) B €Conty_;(0xyz)

- ) Y q(oxyzp),

z€Acty(x,y) BeConty_;(0xyz)

which is nonnegative by (PAMon). This proves (K-Non) in this case.
Now suppose that x € Cont(a) and y = null. Without loss of generality, we assume that @ € £, as

otherwise M§§> is always equal to the zero matrix and (K-Non) is trivially satisfied. Then we have:

Mfﬁunuu = A(ax,m)null null = Z q(axp).

BeConty,— (0rx)
On the other hand, we have supp(M) = supp(M™") = Cont(t) + null, which implies that
Fam™!) = supp(M<”””>) \ (supp(M) — null) = {null}.
Therefore, we have:

M)<CQU|I> — Ml INCRO P Z q(axpB).

xnull
z€Fam(u BeCont,,— (ax)

It thus follows from the calculations above that K,,,; = 0. This completes the proof of (K-Non). O

8.3 Basic hyperbolicity

To prove hyperbolicity of vertices in Q°, we need the following straightforward linear algebra lemma.
We include the proof for completeness.

Lemma 8.6. Let N= (Ni j) be a nonnegative symmetric (n+ 1) x (n-+ 1) matrix, such that its nondiag-
onal entries are equal to 1. Suppose that

(%) Nii,...,.N,, <1 and J\ P Z n+1"+1 if Ny <1 forall i€ [n].

Then N satisfies (Hyp).

Proof. Fix € > 0. Substituting N;; - N;; — € for every 1 <i <n if necessary, we can assume that all
inequalities in (x) are strict. Note that (Hyp) is preserved under taking the limit € — 0, so it suffices to
prove the result in this case.

We prove that N satisfies (OPE) by induction on n. By Lemma 5.3 this implies (Hyp). The base case
n =0 is trivial. Assume that the claim is true for (n—1). Let A; > ... > A4 be the eigenvalues of N,
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and let A{ > ... > A/ be the eigenvalues of the matrix obtained by removing the first row and column
of N. By the Cauchy interlacing theorem, we have

M>2AM>h>.0>2A> Ay

Note that AJ,...,4, are nonpositive by induction. It then follows that A3,...,A,; are nonpositive.
By the Perron—Frobenius theorem, we also have A; > 0. It thus suffices to show that A, <0, which will
follow from showing that det(N) has sign (—1)". Observe that det(N) is equal to

Ny —1 0 0 1 —Nptin+1 Ny —1 0 0 1 —Nutint1
0 Npz—1 0 1 —Nptin+1 0 Npz—1 0 1 —Nytin+1
0 0 Non—1 1 _NIH-er-l 0 0 Npp—1 1 _NVH-er-l
1 1 Not 141 0 0 0 J
n
Nn+1n+1 -1
where J:=N — — >0,
n+1+1 l:ZI 1—N;
by the assumption (x). Therefore, we have
n
det(N) = J- ] (Nii — 1),
i=1
and by the assumptions on N;; this determinant has sign (—1)". This completes the proof. O

8.4 Proof of Theorem 1.31
We first show that every sink vertex in the combinatorial atlas A is hyperbolic.

Lemma 8.7. Let G = (X,L) be an interval greedoid on |X| = n elements, let 1 < k < 1k(9), and let
q: L — Rwg be a k-admissible weight function. Then every vertex in QO satisfies (Hyp).

Proof. Let v=(a,0,1) € Q° be a sink vertex. It suffices to show that A(a, 1) satisfies (Hyp). First note
that if a ¢ £, then A(o, 1) is a zero matrix, and (Hyp) is trivially true. Thus, we can assume that ¢ € L.
We write A, := A(c, 1)y, forevery x,y € X.

Let C € Par(ax) be a parallel class. Suppose that |C| > 2, and let x,y be distinct elements of C.
Claim: For every z € X, we have @(0y) Ay, = o(otx) Ay;.

Proof of Claim. First suppose that z € {x,y}. It then follows from (FewDes) and the fact that axy ¢ £
that A, = A, = 0, which implies the claim in this case.

Now suppose that z € X \ {x,y}. It follows from the exchange property that axz € £ if and only if
ayz € L. There are now two cases. If oxz ¢ £ and oryz ¢ £, then again we have A, ; = A, . = 0, which
implies the claim. If oxz € £ and ayz € £, we then have:

o(ay) o(az)
o(a)

o(ox) o(oz)
o(a)

Ay = q(ax2) =LogMod) Ci42 ; Ay = q(ayz) =LogMod) Ci42 ;
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where ¢ := |o|. This implies the claim in this case. Finally, let z = null. Then we have A, = c/+1 ®(ax)
and Ay; = ¢/41 @(cty), which implies the claim. O

Deduct the y-row and y-column of A(c, 1) by % of the x-row and x-column of A(c, 1). It then
follows from the claim that the resulting matrix has y-row and y-column is equal to zero. Also, note
that (Hyp) is preserved under this transformation. Applying this linear transformation repeatedly, and by
restricting to the support of resulting matrix which preserves (Hyp), without loss of generality we can
assume that | C| =1 for every parallel class C € Par(o). Then the matrix A(a, 1) is equal to

2
cr2ba(Cr) mc(oo(c;.)) q(oxixo) q(axix,) q(oxy)
2
q(oxx1) ce12ba(C2) Ut
q(0x—1Xn) q(axp—1) |’
o(ox;)?
q(axyx) q(axpxn—1) cr12ba(Ca) w(@) q(ax,)
q(oexr) q(ox, 1) q(oexy) q(c)
where C; = {x;} for i € [n], the rows and columns are indexed by X = {xl, . ..,xn,null}, and by (C)
is as defined in (3.2). We now rescale the x;-row and x;-column by W) %, and the null-row and
null-column by ———— sz(a) Again, note that (Hyp) is preserved under this transformation. It then follows
Cot1
from (LogMod) that the matrix becomes
be(Cy) 1 1 1
: 1 1
1 1 bg(Cy) 1
1 1 1 Zhate
T

It follows from (SynMon) and (ScaleMon) that this matrix satisfies conditions (*) in Lemma 8.6. Hence,
by the lemma, this matrix satisfies (Hyp). We conclude that v satisfies (Hyp), as desired. O

We can now prove that every vertex in I" is hyperbolic.

Proposition 8.8. Ler G = (X, L) be an interval greedoid on |X| = n elements, let 1 <k < 1k(9), and let
q: L — Ry be a k-admissible weight function. Then every vertex in Q satisfies (Hyp).

Proof. We will show that every vertex in Q" for m < k— 1 satisfies (Hyp) by induction on m. The claim
is true for m = 0 by Lemma 8.7. Suppose that the claim is true for Q" !. Note that the atlas A satisfies
the assumptions of Theorem 5.2 by Lemmas 8.2, 8.3, 8.4, and 8.5. It then follows that every regular
vertex in Q™ satisfies (Hyp).

On the other hand, by Lemma 8.1, the regular vertices of Q™ are those of the form v = (o, m,t) with
t € (0,1). Since (Hyp) is preserved under taking the limits # — 0 and ¢ — 1, it then follows that every
vertex in Q™ satisfies (Hyp), and the proof is complete. O
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Proof of Theorem 1.31. Let M= M, be the matrix associated with the vertex v = (&,k—1,1). Let v
and w be the characteristic vectors of X and {null}, respectively. Then:

Ly(k+1) = (v,Mv), Lq(k) = (v,Mw), Ly(k—1) = (w,Mw). (8.1)

By Proposition 8.8, vertex v satisfies (Hyp). Substituting (8.1) into (Hyp), gives the log-concave
inequality (1.29) in the theorem. O

9 Proof of equality conditions for interval greedoids

In this section we prove Theorem 3.3. The implication (GE-b) = (GE-a) is obvious. We now prove the
other implications.

9.1 Proof of (GE-a) = (GE-cl) & (GE-c2)

Let A be the combinatorial atlas defined in §8.1, that corresponds to (§,k,q). Recall that every vertex of
I" satisfies (Hyp) by Proposition 8.8.

As at the end of previous section, let v,w € R be the characteristic vectors of X and {null}, respec-
tively. It is straightforward to verify that v, w is a global pair of I, i.e. they satisfy (Glob-Pos).

Let v=(9,k—1,1) € Q and let M= M, be the matrix associated with v. Recall that M = A(&,k)
and we have equalities (8.1) again:

Ly(k+1) = (v,Mv), Ly(k) = (v,Mw), Ly(k—1) = (w,Mw). 9.1

Note also that Ly(k+1),Lq(k),Lq(k—1) > 0 since k < rk(9G). It then follows from (GE-a), that v
satisfies (s-Equ) for some s > 0.
Let us show that, for every a € £ of length (k— 1), we have:

v,A(o, V) = s(w,A(a,1)v) = s> (w,A(a,1)w). (9.2)

First, suppose that k = 1. It then follows that &« = @ and v = (2,0, 1). Equation (9.2) now follows from
the fact that v satisfies (s-Equ).

Now suppose that k£ > 1. Then it is straightforward to verify that v is a functional source, i.e. satisfies
(Glob-Proj) and (h-Glob), where we apply the substitution f <— v for (h-Glob). By Theorem 7.1, every
functional target of v also satisfies (s-Equ) with the same s > 0. On the other hand, it is straightforward
to verify that the functional targets of v are those of the form (,0,1). Combining these observations, we
conclude (9.2).

Let z := v—sw. It follows from (9.2) that (z,A(c,1)z) = 0. It then follows from Lemma 7.2 that
A(a, 1)z =0, which is equivalent to sA(eat,1)w = A(a, 1)v. This implies that

o = (Al 1)v) = Z q(owx),

x€Cont(ar)

sq(a) = s(A(a, 1)w)
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which proves (GE-c1) fors(k—1) =s.

Let x € Cont(a) be an arbitrary continuation. By the same reasoning as above, we have:

sq(ax) = s(A(o,1)w) = (A(a,1)v) .

On the other hand, we also have:

Ala,)v). = Y qloaxy) + Y qoxy).

y€Desg(x) yeCont(a)
yhax
It then follows that:
sq(ox) = Y qlaxy) + ) qoxy). 9.3)
y€Desg(x) y€Cont()
Ytax

Let C be the parallel class in Par, containing x. We now show that (9.3) is equivalent to (GE-c2).
Applying (LogMod) to (9.3) and dividing both sides by o(a), we get:

o(ox) o(axy) o(ox) o(ay)
SCk = Chp] ——= + Chgp] ——————>. 9.4)
ol) ~ & 0w T A, el
ytax
Now note that, (GE-c1) gives:
o(oy) Ck—1
Y = — a4(@), 9.5)
yeCont(a) (1)(05) Ck
Y Fax
where (ay)
ooy
ag(C) =
€= L o)
Now note that, when |C| > 2,
o(axy) o(ox)
—(FewDes = b )
Z (@) (FewDes) 0 o aq(C)bg(C)

y€Desg(x)

where the last equality is because by (C) =0 when | €| > 2. On the other hand, when C = {x},

Y X 2 X
)» wag?a;)) - aiffé)’z ba(€) = 1 a0 (€) bue),

y€Desg(x)

where the last equality is because aq(C) = aé)(&x)) when € = {x}. This allows us to conclude that

Z o(axy)  o(ox)

y€Desg(x) CO(OC) B CO(OC)

a¢(C) ba(C), 9.6)
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Substituting (9.5) and (9.6) into (9.4), we obtain:

o(ox) o(ox) o(ax) [ crq
= C)bg(C —_— = C) ).
SCk o(a) Ck+1 (@) aq(C)b(C) + cr+1 o(a) S o aq/(C)
This is equivalent to
Ck—1 Ck
—_— ] = C) (1 —Dbg(C
S( Ck Ck+1> A )( al >)7
which is (GE-c2). This completes the proof. O
9.2 Proof of (GE-c1) & (GE-c2) = (GE-b)
Write s :=s(k—1). We have Ly 4(0) = q(o) by definition, and
Lia(l) = )Y q(ax) =@een) sq(a) = sLqa(0),
x€Cont(@)
which proves the first part of (GE-b). For the second part of (GE-b), we have:
Loa(2) = ) Y, qlowy) + ) qlow) | 9.7)
xeCont(a) | yeDesg(x) yeCont(a)
Y Fax

On the other hand, we showed in the proof above (see §9.1), that (GE-c2) is equivalent to (9.3). Therefore,
for every x € Cont(a), we have:

sqlax) = ), qloxy) + ), q(oxy).

y€Desg(x) ye Cont(ax)
Y Fax

Substituting this equation into (9.7), we conclude:

Loa(2) = ) sq(ax) =@ecn s°a(@) = s*Lga(0).
xeCont()
This proves the second part of (GE-b), and completes the proof. O

10 Proof of matroid inequalities and equality conditions

In this section we give proofs of Theorem 1.6, Theorem 1.9, Theorem 1.10, Proposition 1.11 and
give further extension of graphical matroid results. We conclude with two explicit examples of small
combinatorial atlases.
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10.1 Proof of Theorem 1.6

We deduce the result from Theorem 1.31. Let § = (X,£) be the interval greedoid constructed in §4.3,
and corresponding to matroid M = (X,J). Let 1 <k <rk(M) andlet @ : X — R~ be as in the theorem.
Define the weight function q: £ — R~ by the product formula:

q(a) := ¢ ] o), (10.1)
xeo
where ¢ := |al, and ¢ is given by
1 for {#k+1,
cp = 1 (10.2)
1+ ——— for {=k+1.
+ pk—1)—1 or +

Since every permutation of an independent set gives rise to a feasible word, we then have:
Lyk—=1) = (k=1)! - Ip(k—1), Ly(k) = k!-Ig(k), and
1
Lotk+1) = (k+ 1) | 1+ ———— | - Ip(k+1).
k1) = et (1) Tl )

This reduces (1.8) to (1.29).

By Theorem 1.31, it remains to show that q is a k-admissible weight function. First note that the
weight function q is multiplicative and thus satisfies (Contlnv) and (LogMod). By Proposition 4.6,
greedoid G satisfies (WeakLoc), which in turn implies (PAMon). By the same proposition, greedoid G is
interval and satisfies (FewDes). Further, property (4.4) implies that Desy (x) = @ for every a € £ and
x € X, which in turn trivially implies (SynMon).

To verify (ScaleMon), first suppose that £ < k— 1. Then ¢; = ¢4 = c¢+2 = 1, which implies that
the LHS of (ScaleMon) is equal to 0 while the RHS of (ScaleMon) is equal to 1, as desired. Now suppose
that / =k — 1. Note that by (€C) =0 for every a € £ and C € Par(a), since Desy(x) = &. Then, for
every o € £ of length k— 1, we have:

2 1 c? | Pary |
1k) =<1k)par _ Pare]
< Ck—1 Ck+1 Gelg(a) 1 —ba(G) Ck—1 Ck+1 ’ « ’ p(k— 1)

This finishes the proof of (ScaleMon).

In summary, greedoid § = (X, L) satisfies (Contlnv), (PAMon), (LogMod), (FewDes), (SynMon)
and (ScaleMon). By Definition 3.2, we conclude that weight function q is k-admissible, which completes
the proof of the theorem. U

10.2 Proof of Theorem 1.10

We will prove the theorem as a consequence of Theorem 3.3. From the proof of Theorem 1.6 given above,
it suffices to show that (GE-c1) and (GE-c2) are equivalent to (ME1) and (ME2) for the greedoid §G.
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Let a € £ of length |a| =k — 1. We denote by s)(k— 1) the constant that appears in (ME2), and
sg(k— 1) the constant that appears in (GE-c2). Recall that by (€) = 0 for every o € £ and € € Par(«).
Note that

2
1
Z q(0x) = Z o(x) and 1— i = ,
Lo q(a) e Ck—1 Ck+1 p(k—1)
where the first equality follows from the product formula (10.1) and the second equality is because of
the choice of constants ¢, in (10.2). This implies that (GE-c2) and (ME2) are equivalent under the
substitution sy¢(k—1) :=sg(k—1)/p(k—1).

Now, let S = {xi,...,x¢_1} be an arbitrary independent set of size (k— 1), and let ot :=xj -~ x_;.
We have:
ox
Z q( ) = Z a)(x) =(ME2) ‘Pal‘s ‘ . SM(k— 1).
xeCont() q(OC) xeCont(a)
This implies that (GE-c1) and (ME1) are equivalent, and completes the proof of the theorem. O

10.3 Proof of Theorem 1.9

The direction < is trivial, so it suffices to prove the = direction.

Let S be an arbitrary independent set of size kK — 1. Recall that p(k— 1) < n—k-+ 1. From the
equality (1.10) and inequality (1.8), it follows that p(k— 1) =n—k+ 1. On the other hand, it follows
from equation (ME1) in Theorem 1.10, that |Parg| = p(k — 1). Combining these two observations, we
obtain:

SU{x,y} is an independent set for every distinct x,y € X \ S. (10.3)

Let us show that every (k+ 1)-subset of X is independent. Fix an independent set U of size k+ 1,
and take an arbitrary (k+ 1)-subset T of X. If T = U then we are done, so suppose that 7 # U. Let
x€T\U andlet y e U\T. Let U’ be the (k+ 1)-subset given by U’ := U +x —y. It follows from (10.3)
that U’ is an independent set. Observe that the size of the intersection has increased: |TNU’'| > |TNU|,
Letting U < U’, we can iterate this argument until we eventually get U’ = T, as desired.

We can now prove that the weight function @ : X — R~ ¢ is uniform. Let x,y € X be distinct elements.
Let S be a (k— 1)-subset of X that contains neither x nor y. It follows from the argument in the previous
paragraph that S is an independent set of the matroid M, and every parallel class of S has cardinality 1.
By applying (ME2) to the parallel class C; = {x} and C, = {y}, we conclude that @(x) = @(y). This
completes the proof. O

10.4 Proof of Proposition 1.11

The inequality (1.12) in the proposition is a restatement of (1.7). Thus, we need to show that equality
in (1.7) holds if and only if G is an N-cycle. The < direction follows from a direct calculation, so it
suffices to prove the = direction.

We first show that deg(v) > 2 for every v € V. Suppose to the contrary, that there exists v € V such
that deg(v) = 1. Let e be the unique edge adjacent to v, and let S C E be a forest with N — 3 edges not
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containing e. Then v is a leaf vertex in the contraction graph G/S. On the other hand, the graph G/S is
the complete graph K3 by (ME1), a contradiction.

We now show that deg(v) < 2 for every v € V. Suppose to the contrary, that deg(v) > 3 for some
veV. Let e, f,g € E be three distinct edges adjacent to v. Then there exists a spanning tree 7 in G
that contains e, f,g. Let S=T — {e, f}, and let x and y be the other endpoint of e and f, respectively.
Note that S is a forest with N —3 edges, so it follows from (ME2) that there exists s(N —3) many
edges connecting the component of G/S containing x, and the component of G/S containing y. Now
let U:=T—{f,g} =S+e— g, which is another forest with N —3 edges. Note that there are at least
s(N—3)+ 1 edges connecting the component of G/U containing {v,x}, and the component of G/S
containing y, namely the edge f and the other s(N — 3) many edges connecting the component of G/S
containing x and the component of G/S containing y. This contradicts (ME2).

Finally, observe that the N-cycle is the only connected graph for which every vertex has degree two.
This completes the proof. [

10.5 More graphical matroids

The following result is a counterpart to the Proposition 1.11 proved above.

Theorem 10.1. Let G = (V,E) be a simple connected graph on |V| =N vertices, and let 1(k) be the
number of spanning forests with k edges. Then

I(k)* 1 1
1) 1k—1) ~ (1 + k> <1 + (-§+1)_1> (10.4)

and the inequality is always strict if 1 <k <N—2.

Proof. The inequality (10.4) follows immediately from (1.6) and the fact that p(k— 1) < (N5,

For the second part, suppose to the contrary, that we have equality in (10.4) for some simple connected
graph G. It then follows from (ME1) and (ME2), that there exists s > 0 such that G satisfies the following
clique-partition property:

Let Aj,...,Ax_xs+1 be a partition of V, such that each A; C V spans a connected
subgraph of G. Then the graph obtained by contracting each A; to one vertex (loops
are removed but multiple edges remain) is the complete graph Ky_11, with the
multiplicity of every edge equal to s.

Now, start with an arbitrary partition Ay,...,Ax_¢+1 of V such that each A; C V is nonempty and spans
a connected subgraph of G. We get our contradiction if this partition does not satisfy the clique-partition
property above. Since k > 1, without loss of generality, we assume that A; has at least two vertices.

Let x be a vertex in A; that is adjacent to a vertex in A,. If x is adjacent to any other vertex in A;,
i >3, then by moving x to Ay we create a new partition A',...,A}_, | and note that now there are
s+ 1 edges connecting A} and A}, contradicting the clique-partition property. Thus, x is not adjacent to
Asz,...,An—k+1, and we can then move x to A, to create a new partition. By iteratively moving elements
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to A, until only one element y remains in Ay, and applying the clique-partition property to the resulting
partition, we conclude that y is adjacent to Az, ..., Ax_k+1.

We now return to the original partition Ay,...,Ax—i+1, and we move y to Az to obtain a new partition

A, ...A”_ .. In this new partition, there are s + 1 edges connecting AY and A/, a contradiction. Note
1 N—k+1 p g g Az 4

that here that part Aﬁ{ is nonempty since k < N — 2. This completes the proof. ]

Remark 10.2. The inequality (10.4) is incomparable with (1.3), and is stronger only for very dense

graphs:
N—k+1
E| > < 2+ >+k—1.

To explain this, note that p(k— 1) is usually smaller than the binomial coefficient above. This is why
the inequality (10.4) is strict for 1 < k < N —2. This also underscores the power of our main matroid
inequality (1.6).

10.6 Proof of Corollary 1.13

The result follows immediately from Theorem 1.4 and the fact that
Par(S) < ¢"*1—1 forevery S€J; ;.

This is because the contraction M /S with parallel elements removed is a realizable matroid over I, of
rank m — k+ 1, which can have at most ¢”~**! — 1 nonzero vectors. O

10.7 Examples of combinatorial atlases

The numbers of independent sets can grow rather large, so we give two rather small matroid examples
to help the reader navigate the definitions. We assume that the weight function @ is uniform in both
examples.

Example 10.3 (Free matroid). Let M = (X,J) be a free matroid on n = 4 elements: X = {xi,...x4} and
J = 2% In this case, we have 1(1) = I(3) =4, I(2) = 6, and the inequality (1.3) is an equality.

Following §4.3 and the proof of Theorem 1.6, the corresponding greedoid § = (X, £) has all simple
words in X*. Let k =2 and oo = @. Then A(o,k— 1) and A(eat, k) are (n+ 1) x (n+ 1) matrices given
by

01 1 11 033 33
101 11 303 3 3
A )=1]1 10 11 and A(@,2) = (3 3 0 3 3],
1110 1 3330 3
111 1 1 333 3 4

where the rows and columns are labeled by {x;,x2,x3,x4,null}. Recall that each entry of the matrices
is counting the number of certain feasible words, and only words of length £+ 1 = 3 are weighted by
1+ =3,

p(k—1)—1 2
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As in the proof of Theorem 1.31 (see §8.4), let v,w € R’ be the vectors given by
v:=(1,1,1,1,0)T and w:= (0,0,0,0,1)T.
Inequality (1.3) in this case is equivalent to (1.29), which in turn can be rewritten as:
(v,A(a,k)w)? > (v,A(a,k)v) (w,A(o, k) w). (10.5)
In this case the equality holds, since
(Vv,A(2,2)w) = 12, (v,A(2,2)v) = 36, (v,A(2,2)v) = 4,
as implied by Theorem 1.8.
Example 10.4 (Graphical matroid). Let G = (V,E) be a graph as in the figure below, where N := |V| =4

and E = {a,b,c,d,e}. Let M = (E, L) be the corresponding graphical matroid (see Example 1.5). In
this case n = |[E| =5 and tk(M) =N—-1=3.

01 1 1 11 0 3 45 45 3 4
101 1 1 1 30 45 45 3 4
1101 1 1 45 45 0 3 3 4

A =11 1101 1 and  A@.2) =[5 45 3 o 3 4|
111101 3 3 3 3 0 4
L1111 4 4 4 4 45

where the rows and columns are labeled by {a,b,c,d,e,null}. As in the previous example, each entry

of the matrices is counting the number of certain feasible words, and only words of length k+1 =3 is
3

weighted by 1+ m =3.
As above, let v,w € RS be the vectors given by
v:=(1,1,1,1,1,0)T and w := (0,0,0,0,0,1)T.

Inequality (1.3) in this case is equivalent to (1.29), which in turn can be rewritten as (10.5). Note that in
this case we have

(v,Ala,k)w) = 72, (v,A(a,k)v) = 20, (v,A(a,k)v) = 5,

and indeed we have a strict inequality 20? > 72 x 5, as implied by Theorem 1.8.
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11 Proof of discrete polymatroid inequalities and equality conditions

In this section we give proofs of Theorem 1.21, Theorem 1.23 and Theorem 1.24.

11.1 Proof of Theorem 1.21

We deduce the result from Theorem 1.31. This proof is similar to the argument in the proof of Theorem 1.6
in the previous section, so we will emphasize the differences.

Let §= (X, L) be the interval greedoid constructed in §4.4, and corresponding to discrete polymatroid
D= ([n],d). Let 1 <k <rk(D),let 0<zr <1, andlet ®:X — R be as in the theorem.

Let ay = (ay,...,a,) € N" be the vector corresponding to the word a € £. We define the weight
function q : £ — R by the product formula

q(a) = c¢ ™) p(ay),

where £ := |a| = |by|, and ¢, is given by

1 for /#£k+1,

cp = 1—¢ (11.1)
1+ —+——— for {=k+1.
A T +

Using this weight function, we obtain:

k!
apl---a,!

Ly(k) = Y 1" o(ay) = Y ") w(a)

acly bed

= k' . Ja)_’[(k),

where the third equality follows from every permutation of a feasible word that is well-ordered is again a
feasible word. By the same calculation, we have

1—¢

Lo(k—1) = (k—=1)! - Jos(k—1), L(k+1) = (k+1)!<1+p(k_1>_1+t

) T (k+1).

This reduces (1.22) to (1.29).

By Theorem 1.31, it remains to show that q is a k-admissible weight function. First note that the
weight function q is multiplicative and thus satisfies (Contlnv) and (LogMod). By Proposition 4.7,
greedoid G satisfies (WeakLoc), which in turn implies (PAMon). By the same proposition, greedoid G is
interval and satisfies (FewDes).

We now verify (SynMon), which is no longer similar to the matroid case. It follows from (4.5) that
the right side of (SynMon) is 0, unless x = x;; and Desq(x) = x; 1. In the latter case, we have

— ey, Y 2O i), (11.2)

and (SynMon) follows from ¢ < 1.
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For (ScaleMon), the same argument as for matroids works for ¢ < k — 1. Now suppose that { =k — 1.
Note that, for every a € £ and C € Par(a), we have by (C) <7 by (11.2). Hence, for every @ € Ly,

we have:
c2 ) 1 c? 1
1 — "k - S <1 _ k) _
( Ck—1 Ck+1 Cel;ar(a) 1 —bg(C) Ck—1 Ck+1 Cefé(a) 1—1

_ (1_ cl )‘Para‘ _ | Pary |

Ck—1Cky1) 1—t plk—1) =

which proves (ScaleMon).

In summary, greedoid § = (X, L) satisfies (Contlnv), (PAMon), (LogMod), (FewDes), (SynMon)
and (ScaleMon). By Definition 3.2, we conclude that weight function q is k-admissible, which completes
the proof of the theorem. O

11.2 Proof of Theorem 1.23

We deduce the result from Theorem 3.3. The proof below only assumes that 0 < ¢ < 1. For the =
direction, let o € £ with |ot| = k— 1. Note that, since ¢,y = cx—1 = 1, we have

Zq(owc) _ Z o(ox) — ag(©).

x€C q(OC) x€C O)(OC)

By (GE-c2), there exists s > 0, s.t. for every C € Par(a) we have:

c2 1—¢
aq(€) (1—by(C :sl—k>:s . (11.3)
() (1=a(€)) < Ck—1 Cht1 p(k—1)
Summing over all € € Par(a), we get:
| Parg, |
ag(C) (1 =bg(C)) =s(1—1t)——~—
(?e;;ra ( ) p(k - 1)
On the other hand, the equality (GE-c1) gives:
s = Z aq(C).
CePary
Combining these equations, we obtain:
‘Para ‘
Z aq(C) (1 —ba(e)) = Z aq(C) (1 _t)ﬁa
CePary, C€eParg p( - )

which is equivalent to

a B o ‘Para‘ B
(1010 2 g

CePary
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Now note that, the LHS of the equation above is always nonnegative since by (C) <t by (11.2), and
‘ Pary, ‘ < p(k—1) by definition. Therefore, the equality hold for both inequalities, so in particular we
have:

by(C) =t forevery a€ L;_; and C € Par(a).
Since ¢ > 0 by assumption, it follows from (FewDes) that
|C] =1 and by(C)=t>0 forevery a€ L with |a|=k—1 and C € Par(a). (11.4)

Restating this equation in the language of polymatroids, we conclude: for every a € J;_;, and every
i,j € [n] (not necessarily distinct), we have:

ate,ate; € — a+te+ecd. (11.5)

We can now show that every n = (ny,...,n,) € N” with |n| = k+1 is contained in J. We follow
the corresponding argument int the matroid case. Let @ € J with |a| = k+ 1. If @ = n, we are done,
so suppose that @ # n. Then there exists i, j € [n], such that a; > n; and a; < n;. By the polymatroid
hereditary property, we have a —e; € J. Since e; € J by the assumption that the polymatroid is normal,
we can then apply the exchange property to e; and a — €; to conclude that a —e; +¢; —e;, € J for some
h € [n]. Let u:=a — e; —ey;. Note that u € ,_; by hereditary property, and

ute; =a—e+ej—e, g, and ute, =a—ecg.

It then follows from (11.5) that

a—ei+e; =u+e;jte,c d.
Make substitution @ <— a — e; +e€; and iterate this argument until eventually n = a, as desired. This
proves the = direction.

For the < direction, assume now that + = 1. The equality now follows from a direct calculation,
since that

- (1) + ... + o))"

1 + m = 1, and Ja,(f) f— E' forevery Egk—'l—l

This completes the proof. O

11.3 Proof of Theorem 1.24

Assume now that 0 < ¢t < 1. From the proof above, it remains to show that k = 1 and that the weight
function ® is uniform.

Let i, j € [n] be distinct elements, let o := x;1 - Xjk_1, let x := x;, and let y :=x;;. By (11.4), we
have C; = {x} and C, = {y} are both parallel classes of c. It then follows from (11.3) and (11.4), that

aa((?l) = aa(ez).
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On the other hand, we have

aq(Cr) = fkw(i)a ag(C2) = rw(j),

so t*~1 = @(j)/w(i). Since the choice of i and j was arbitrary, we can switch i and j to obtain
t*=1 = w(j)/o(i). This implies that ®(i) = () and k = 1, which proves the = direction.

For the < direction, assume now that k = 1. From the proof above, ®(i) = C for every i € [n] and
some C > 0. It then follows from a direct calculation that

14 1—t¢ _ n
plk—1)—1+t n—1+¢’
and
3 2
n t'nn—1
Jos0) = 1, Jou(1) = Ctn,  Jay(2) = C° (2 ; <2>>
Thus, the equality (1.24) holds in this. This completes the proof. O

12 Proof of poset antimatroid inequalities and equality conditions

In this section we prove Theorem 1.26 and Theorem 1.28.

12.1 Proof of Theorem 1.26

As in the previous sections, we deduce the result from Theorem 1.31. Let P = (X, <) be a poset on
|X| = n elements and let A = (X, L) be the corresponding poset antimatroid which is an interval greedoid
by the argument in §4.2. In the notation of Section 3, let ¢y =1 forall £ > 1, and let q(&) := w(a), so
that (1.26) coincides with (1.29) in this case.

It remains to show that o is a k-admissible weight function. First note that @ satisfies (ContInv) and
(LogMod) since the weight function is multiplicative. The condition (ScaleMon) is also trivially satisfied.
By Proposition 4.5, both (WeakLoc) and (FewDes) are satisfied, and the former implies (PAMon).

For (SynMon), mote that the poset ideal greedoid G satisfies

Desq(x) C {yeX :x—y}, (12.1)

for every o € £ and every x € Cont(a). It then follows that

= o(x) >cm Z o(y) >a21 Z o(y) = Z ; (12.2)

yixe=y yE€Desq (x) y€E€Desq (x)

which proves (SynMon). Hence q is indeed a k-admissible weight function, which completes the
proof. O
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12.2 Proof of Theorem 1.28

We deduce the result from Theorem 3.3. From the argument above, it suffices to show that (GE-c1) and
(GE-c2) are equivalent to properties (AE1)-(AE3). First note that,

Z Q((O;x)) = Z o(x),

xeCont(ar) q xeCont(ar)

for every a € £. This implies that (GE-c1) is equivalent to (AE1).
Let o € £, let x € Cont(), and let € = {x} be the parallel class in Par(¢) containing x. Since
Ck+1 = Ck = Ckx—1 = 1, it then follows that the RHS of (GE-c2) is equal to 0, so (GE-c2) is equivalent to

y€Desq (x) (I)(OC)C)Z

This implies that (GE-c2) is equivalent to equality in (12.2), which in turn is equivalent to equality in
both (CM) and (12.1). The latter is equivalent to (AE2) and (AE3), which completes the proof. ]

13 Proof of morphism of matroids inequalities and equality conditions

In this section we give proofs of Theorem 1.16, Theorem 1.18 and Theorem 1.19.

13.1 Combinatorial atlas construction

Let M = (X,J) and N = (¥,d) be two matroids, and let ® : M — N be a morphism of matroids. Let
1 <k <rk(M) and let ® : X — R-( be the weight function as in Theorem 1.16. We now define a
combinatorial atlas A that corresponds to (®,k, ®).

Let § = (X,£) be the greedoid which corresponds to matroid M, see §4.3. We extend o to a
nonnegative weight function q : L3¢ — R>¢ by the product formula:

{Cga)(xl) ~--(J)()Cg) if {xl,...,Xg}EBg,

X1t Xg) =
ax t) 0 otherwise,

where ¢y is defined in (10.2). Let I := (Q,®) be the acyclic graph and let A be the combinatorial atlas
defined in §10.1 that corresponds to the greedoid G. Note that I depends only on the matroid M, but A
depends also on the morphism &. Note also that, unlike the weight function in §1.14 and §10.1, here the
weight q is not strictly positive, so Theorem 1.31 does not apply in this case.

In this section, we rework the combined proofs of Theorem 1.31 and Theorem 1.6 to apply for
morphisms of matroids. Recall the properties we need to establish as summarized in the key results:

(Inh), (Pull) hold for A
Theorem 5.2: v € Q" satisfies (Irr), (h-Pos) = (Hyp) holds for v.
(Hyp) holds for all v\ € v*
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Theorem 6.1: {(Inh), (Proj), (T-Inv), (K-Non)} —  (Pull).

Now, observe that (Inh), (Proj), (T-Inv), and (K-Non) are closed properties, i.e. preserved under
taking limits. Thus, they follow from the arguments in §8.2. On the other hand, properties (Irr) and
(h-Pos) need to be verified separately, a the arguments in §8.2 use the strict positivity of q.

Lemma 13.1. Let v = (at,m,t) € Q™ be a non-sink vertex of the acyclic graph T defined above, where
aeX’ |o)<k—1—m, 0<m<k—1,and 0 <t < 1. Then v satisfies (Irr) and (h-Pos).

Proof. For the second part, it follows from the definition of h, that the vector is strictly positive for all
t € (0,1). Thus, vertex v satisfies (h-Pos), for all 7 € (0,1).

For the first part, let M, be the associated matrix of v. Without loss of generality, we can assume that
a € £, as otherwise M, = 0 and (Irr) holds trivially.

Claim: Every x,y € X in the support of M,, belong to the same irreducible component of M,

When null is not in the support of M, property (Irr) follows from the claim. Now assume that null is
in the support of M,,. By the Claim, it remains to show that null belong to the same irreducible component
of some x € X in the support of M,,.

Let a =x;--- x4, where £ < k—m— 1. By the assumption, there exits a subset S € By such that
{x1,...,x¢} CSand |S| € {{+m—1,04+m,{+m+ 1}. To see this, observe that if null is in the support
of M, then either A(a,m)nyiinu 7Z 0, or A0, m) 1y # 0, or A(a,m~+1)n41x # 0, for some x € X.

By adding extra elements to S if necessary, without loss of generality we can assume that |S| =
¢+m+1. Letx € S\ {x1,...,x,}. Then we have A(a,m+ 1),u1x # 0. This implies that x and null
belong to the same irreducible component of A(o,m+ 1). Since 0 < ¢ < 1, this implies that x and null
belong to the same irreducible component of M,,, and completes the proof of the lemma. O

Proof of Claim. Let ¢ = |a/|, as above. Since x is contained in the support of M,, this implies that there
exits S € By such that {x;,...,x,,x} C S and |S| € {{+m,{+m+1,¢{+m+2}. Similarly, there exists
T € By such that {xy,...,x,,y} CT and |T| € {{+m,{+m+1,{+m+2}. By adding extra elements
to S and 7 if necessary, without loss of generality we can assume that |S| = |T| = {4+ m+2.

For § =T, the claim follows immediately from the definition of M, and q, since A(o,m+ 1)y, #0
in this case. So assume that S # 7. By the exchange property for morphism of matroids (Proposition 4.8),
there exists z € S\ T and w € T\ S such that S—z+w € Bo.

Let S :=S—z+w. Note that |S"\ {x1,...,xs,x,w}| =m>1,and let X' € &'\ {xy,...,xs,x,w}. Note
that X' € S\ {x1,...,x¢}, which implies that A(a,m+ 1), # 0 in this case. Therefore, elements x and x’
belongs to the same irreducible component of A(c,m+ 1), and thus the same irreducible component
of M, since 0 < ¢ < 1. Note also that we have |[S'NT| > |SNT| by the construction of §’. Substitute
x < x' and S <+ 5, and iteratively apply the same argument, until the set S will eventually becomes 7.
This implies that x and y are contained in the same irreducible component of M,,, as desired. O
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13.2 All atlas vertices are hyperbolic

We first show that every sink vertex in A satisfies (Hyp). We then use Theorem 5.2 to obtain the result.
Let § = (X,L) be the greedoid corresponding to matroid M = (X,J). Let o« = x; --- xp € £ of
length ¢ :=|o| <k—1,let S:={xy,...,x/}, and let A(ex, 1) be the matrix defined in §8.1 for G. Recall

that
q(x1 .. .X(g)

cy
For each x € X, divide the x-row and x-column of A(a, 1) by \/cp12 @(S) @(x). Multiply the null-row
and the null-column by ﬁ Zf{sz) . Denote by B the resulting matrix. Note that (Hyp) is preserved

o(S) = o) - o(y) =

under this transformation, so it suffices to show that B satisfies (Hyp). Observe that B = (B Xy) is

given by

x, yeX

I if S+x+yeB
B,y = { Y for distinct x,y € X,

0 if S+xty¢B

1 if S+xeB
Binul = for xeX,

0 if S+x é B
N =L
Bhulinun = Cot1
0 if S¢B

B, =0 for x e X.
We now split the proof into three cases, each discussed as a separate lemma.

Lemma 13.2. Suppose that g(CID(S)) =1k(N). Then the matrix B satisfies (Hyp).

Proof. By the assumption of the lemma, every independent set of M containing {x,...,x¢} is also a
basis of . It then follows that B = (Bxy) is equal to

1 if x,y € Cont(S) and x 7(gy,
1 if x € Cont(S) and y = null,
Bay = By = L2 if x=y=null,
€1
0 otherwise.

In particular, if x ~ y, then x-row and x-column of B is equal to y-row and y-column of B. Now, choose a
representative element x; for each equivalence class C; in Par(a). For every other y in C;, we subtract from
the y-row and y-column of A the x;-row and x;-column of A, respectively. Note that (Hyp) is preserved
under these transformations. Restricting to the support, we obtain:

o1 ... 1
1 0 ... 1
0 1

€42

)
Crv1
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where the rows and columns are indexed by {xi,...,xu,null}, with m := |Par(ct)|. Now note that
1 for ¢ <k—1,
CiCry2 1
— =
14+ ——F7 for {=k—1.
Cit1 + p(k—l) 1 or

In both cases, we have:

CeCr42 1 1
| < S [ DI (13.1)
i | Par(o)| — 1 m—1

This implies that matrix N satisfies the conditions in Lemma 8.6. Thus N is hyperbolic, as desired. []
Lemma 13.3. Suppose that g((ID(S )) =1k(N) — 1. Then the matrix B satisfies (Hyp).

Proof. By assumptions of the lemma, we can partition Cont(a) := X; U X; into two subsets:

X, := {xeCont(a) : g(P(S+x)
X, := {x€Cont(a) : g(®(S+x))

S~—
I

rk(N)},
rk(N) —1}.

We now make the observations in three possible cases of x,y € X:

(1) For every x,y € X, we have S+x+y € B if and only if x g y. This is because ®(S+x+y) 2
®(S + x), which implies that ®(S+x+y) contains a basis of N, and because S+ x-+y € J if and only
if x olgy.

(2) For every x € X; and y € X», we have S+x+y is a basis of ®. This is because ®(S+x+y) D
®(S+x), which implies that ®(S+x+y) contains a basis of N, and because

F(S+x+y) = f(S+y) = g(P(S+x+y)) — g(P(S+y)) = tk(N) — (tk(N) —1) =1,

which implies that S+x+y € J.
(3) For every x,y € X,, we have S+x+y is not a basis of ®. This is because g(P(S+x)) =
g(®(S+y)) = g(®(S)) = rk(N) — 1, which implies that g(®(S+x+y)) = rk(N) — 1.

It follows from the observations above that
if x,yeX; and x £sy,

if xeX; and y € Xp,
if xe€X; and y=null,

O = m =

otherwise.

In particular, for x,y € X; and x ~g y, we have x-row (x-column) of B equal to y-row (y-column) of B.
Similarly, for x,y € X, we have x-row (x-column) of B is equal to y-row (y-column) of B.
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Now let x1,...,x,, be representatives of the equivalence classes under the relation “~g” on X|, and
let y be a representative element of X;,. For every other z € X; in the same equivalence class of x;, we
subtract from the z-row (z-column) of B the x;-row (x;-column) of B. For every other w € X;, subtract
from the w-row (w-column) of B the y-row (y-column) of B. Recall that (Hyp) is preserved under these

transformations.
By applying these transformations and restricting to the support, we obtain the following matrix:

o 1 ... 11
1 0
1 1]’
0 0
0 0
where the rows and columns are indexed by {xi,...,x,,y,null}. The eigenvalues of this matrix are
M=m, A =0,A3 =... = A,.2 = —1. This implies that the matrix satisfies (OPE), and by Lemma 5.3
also (Hyp), as desired. O

Lemma 13.4. Suppose that g(®(S)) = rk(N) — 2. Then the matrix B satisfies (Hyp).

Proof. Let H C X be given in (4.1), and let “~g” be an equivalence relation defined by (4.2). Let us
show that for every x,y € H, we have:

S+x+yeB < xdyy. (13.2)

The = direction is clear, so it suffices to prove the <= direction. Let x,y € H such that x /¢y y. Then
we have:

f(S+x+y) = f(S) > g(@(S+x+y)) —g(D(5)) = k(N) — (k(N) -2) = 2,

which implies that S+ x+y € J. Since ®(S+x+y) is a basis of N by assumption, it then follows that
S+x+yis abasis of D, as desired.
It then follows from the claim above that

1 if x,y€e H and x %gy,
By =By = .
0  otherwise.

Note that, if x,y € H and x ~g y, then x-row (x-column) of B is equal to y-row (y-column) of B. Also
note that, the support of B is contained in H.

Let xi,...,x, be the representatives of the equivalence classes Cy,...,C,, of the relation “~p”. For
every other y € C;, we subtract from the y-row (y-column) of B the x;-row (x;-column) of B. By applying
this transformation and restricting to the support of the resulting matrix, we obtain the following matrix:

0 1 1
1 0

S
1 1 0
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where the rows and columns are indexed by {xi,...,x,}. The eigenvalues of this matrix are A} =m — 1,
Ay =...= Ay, = —1. This implies that the matrix satisfies (OPE), and by Lemma 5.3 also (Hyp), as
desired. (]

Lemma 13.5. Let ® : M — N be a morphism of matroid, let 1 < k < rk(M), and let ® : X — R~ be
a positive weight function. Let A be a combinatorial atlas corresponding to ®. Then every sink vertex
v=(a,0,1) € Q° satisfies (Hyp).

Proof. Let o« =xy ---xp and S = {xy,...,x,}. It suffices to show that A(, 1) satisfies (Hyp). If o ¢ £
or g(S) <rk(N)—2, then A(et,1) is equal to a zero matrix, so (Hyp) is trivially satisfied. Now suppose
that oo € Ly and g(S) > rk(N) — 2. Then it follows from Lemma 13.2, Lemma 13.3 and Lemma 13.4,
that A(e, 1) satisfies (Hyp). O

Lemma 13.6. Let ® : M — N be a morphism of matroid, let 1 < k <1k(M), and let ® : X — R~ be a
positive weight function. Let A be a combinatorial atlas corresponding to ®. Then every vertex v € Q

satisfies (Hyp).

Proof. Let v= (o,m,t) € Q™. We prove that v satisfies (Hyp) by induction on m. The claim is true for
m =0 by Lemma 13.5. Suppose that the claim is true for Q"' It then follows from Theorem 5.2 that
every regular vertex in Q™ satisfies (Hyp). On the other hand, by Lemma 13.1, the regular vertices of Q™
contain those of the form v = (a,m,t), where ¢ € (0,1). Since (Hyp) is a property that is preserved under
taking limits # — 0 and ¢+ — 1, we conclude that every vertex in Q™ satisfies (Hyp). This completes the
proof. O

13.3 Proof of Theorem 1.16

Let M, be the associated matrix of the vertex v:= (&,k—1,1) € Q. Let v and w be the characteristic
vector of X and {null}, respectively. Then

(w,Mw) = (k—1)! - Bgy(k—1), (v,Mw) = k! - By(k),

d (vwM k+1)! (1 ! Bo(k+1 (133
and (v,Mv) = (k+1)! + m ‘Bo(k+1).
Since v satisfies (Hyp) by Lemma 13.6, it then follows from the equations above that
By (k)2 > ) (1e—L V.8 (k+1)Bg(k—1)
e = k plk—1)—1 @ @ ’
as desired. U
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13.4 Proof of Theorem 1.19

We first prove the < direction. It follows from (MME3) that
Bop(k+1) =Iy(k+1), Bgk) =Ip(k), and Bgyk—1) =Iu(k—1), (13.4)
where

Sel,

Similarly, p(k— 1) coincide for ® and M. Thus (MME1) is equivalent to (ME1) for M, and (MME?2) is
equivalent to (ME2) for M. It then follows from Theorem 1.6 that

Ip(k)? = (1+11€) <1+p(k—11)—1) Ip(k+1)Ip(k—1),

which together with (13.4) proves the < direction.

We now prove the = direction. It follows from the same argument as in the < direction, that it
suffices to show that (MMED3) is satisfied. Let A be the combinatorial atlas that corresponds to (®,k, ®)
from §13.1. In particular, every vertex of I satisfies (Hyp) by Lemma 13.6.

As in §13.3, let v,w € R be the characteristic vector of X and {null}, respectively. It is straightfor-
ward to verify that v,w is a global pair for I, i.e. they satisfy (Glob-Pos).

Let v=(2,k—1,1) € Q and let M= M, be the associated matrix. Note that B, (k+ 1), By (k)
and By (k—1) > 0 by the assumption of the theorem. It then follows from (13.4) that v satisfies (s-Equ)
for some s > 0.

We now show that, for every a € L£;_; such that (v,A(e,1)v) > 0, we have:

v,A(ar,1)v) = s(w,A(a,1)v) = s*(w,A(at,1)w) > 0. (13.5)

First suppose that k = 1. This implies that &« = @ and v = (2,0, 1). Thus, (13.5) follows from the fact
that v satisfies (s-Equ).

Suppose now that £ > 1. It is easy to see that v is a functional source in this case, i.e. it satisfies
(Glob-Proj) and (h-Glob), where we apply the substitution f <— v for (h-Glob). By Theorem 7.1, every
functional target of v in I" also satisfies (s-Equ) with the same s > 0. On the other hand, observe
that the functional targets of v in Q° contain those of the form («,0,1), with a € £;_; satisfying
(v,A(a,1)v) > 0. Combining these two observations, we obtain (13.5).

Claim: For every T € Ji_1, we have g(®(T)) # tk(N) — L.

Proof. Let T ={yi,...,yx—1} andlet B =y; --- yy_1 € L. For every ¢ > 0, let

Bor(f) = Z o(S).

SEB 711
SOT
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Then:
<W7A(B71)W> = Bw,T(O)’ <W’A(1371)V> = B&hT(l)v

13.6
v, A(B,1)V) = 2 <1 + p(o)l_1> Bor(2). (13.6)

Now suppose to the contrary that g(®(7)) =rk(N) — 1. Since By (k+ 1) > 0, there is a basis S € By.
Applying the exchange property for @, it follows that there exist x,y € S\ T, such that T U {x,y} € By, ;.
This implies that By, 7(2) > 0, which in turn implies that (v,A(8,1)v) > 0 by (13.6). Hence (13.5)
applies to B, which implies that (w,A(f,1)w) > 0. Again, by (13.6) we conclude that B, 7(0) > 0.
This contradicts the assumption that g(®(T')) = rk(N) — 1. This completes the proof of the claim. [J

It remains to prove (MMED3), i.e. that every T € J;_; satisfies g(CID(T)) = rk(N). Suppose to the
contrary that g(®(T)) < rk(N). Since By(k— 1) > 0, there is at least one basis S € By_;. By the
exchange property of the matroid M the basis exchange graph is connected, i.e. there exist a sequence of
bases Ti,...,T, € Jx_1, such that |Ti+1 ~ T,-‘ =1, T1=T,and T, = S. Since g(tb(T)) < rk(N) and
g(®(S)) =rk(N), there exists i € [m] such that g(®(7;)) = rk(N) — 1. This contradicts the claim above,
and completes the proof of (MME3). 0

13.5 Proof of Theorem 1.18

The <« direction is straightforward. For the = direction, it follows from (MME3) in Theorem 1.19,
that for every S C X, |S| =k — 1, the image ®(S) contains a basis of N. This implies that (13.4) holds.
It then follows from Theorem 1.8, that every subset of X of size k+ 1 is independent, and the weight
o : X — Ry is uniform. This completes the proof. O

14 Proof of log-concavity for linear extensions

In this section we give proofs of Theorem 1.35 and some variations of the results for posets with belts
(§14.8). We also give an example of a combinatorial atlas in this case (§14.7).

14.1 New notation

In the next two sections we fix a ground set X and an element z € X. Let P = (Xp,<) be a poset
for which the ground set Xp is a subset of X. Letk € {2,...,|Xp| — 1}, and let @ : X — R~ be the
order-reversing weight function, see §1.16. We define a combinatorial atlas A(P,k) := A(P,z,k, ®) as
follows.

Recall that £(P) denotes the set of linear extensions of P. By a slight abuse of notation, in the next
two sections a linear extension & of P is a simple word o := x;...x|q € Xp of length |[Xp| such that
x; < x; in P implies that i < j. Denote by E(P,k) the set of linear extensions ¢ € E(P) such that oy = z.
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For a simple word o € X*, we write x<z if x appears to the left of z in ¢¢. Following (1.31), for a
word o € X*, let
o(a) =[] ok),
x<z
and o(S) :=Y ges 0(x) forevery S C X*.

Let Zgown := X —z and denote every element in Zgown as Xdown instead of x. Similarly, let Zy, := X —z,
and denote every element in Zy, as xyp instead of x. Since Zgown Zup are two copies of the same set, labels
“down” and “up” are used to distinguish them. We write Z := Zjown U Zyp. Note that d := |Z| =2n—2
since Zgown and Zy, do not intersect because of the labeling. We will sometimes drop the “down” and
“up” labels from x4own and xy, when the labels are either clear from the context or are irrelevant to the
discussion. We denote by min(P,down) C Zjown the set of elements of Zgown that correspond to minimal
elements of P, and by max(P,up) C Z,;, the set of elements of Z,, that correspond to maximal elements
of P. More generally, for a subset S C X — z, we denote by Sqown € Zgown the subset in Zgown that

corresponds to S, and by Sy, C Z,, the subset in Z,, that corresponds to S.

Let P := (X, <°P) denote the opposite poset of P, defined by x <°P y if and only if y < x.'* For
every o = xp...x; € X*, we denote by a? :=x,...x;. Let E® denote the set of linear extensions
of P°P, and note that |EP | =|&| = e(P). Denote by ®°P: X — R the weight function defined by
®°P(x) := o(x)~!. Note that ®°P is an order-reversing weight function for P°P. It then follows that

No(P.k) = Nooo (PP, |[Xp| —k+1) J] o). (14.1)

xeX—z

In the subsequent two sections, we shall frequently utilize this technique of interchanging between P and
PP to streamline certain parts of the proofs.

14.2 Combinatorial atlas construction

We denote by C(P, k) := C(P,k, ®) := (Cyy) . the symmetric d X d matrix where,

X,y

Ox)w(E(P—x—y,k—1)) if x € min(P,down), y € max (P, up),
Coo ox)o(y)o(E(P—x—y,k—1)) ifx,y € min(P,down), x #y,
v (D(S(“P_x_y?k_l)) ifx,yemax(?,up),xyéy,
0 otherwise,
Cov = y O(X)0(y) OEP—x—y,k—1))  forx € min(P,down), PV
yemin(P—x,down), y>-x
Cyy = Z 0(E(P—x—y,k—1)) forx € max(P,up),
yemax(P—x,up), y<x
Cyx := 0 for x ¢ min(P,down) Umax (P, up).
14Gometimes, PP is also called dual or reverse poset.
BHere @(&(P—x—y,k—1)) is the sum of w-weight of all linear extensions o of P — x — y for which ag_; = z.
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Equivalently, C(P, k) is given by'®

o({xBy € E(PK)}) if x € min(P,down), y € min(P,up),
o({xyB € E(Pk+1)}) if x,y € min(P,down), x #y,
o({Bxy€ &P k—1)}) if x,y € max(P,up), x#y,

0 if {x,y} ¢ min(P,down) Umax (P, up),
o({xyp € &(P,k+1)|y>=x}) if x € min(P,down),

{w({ByxEE(fP,kl) |y <x}) if x € max(P,up).

Cyy = C), =
(DefC-2)

Cox =

Note that both definitions will be frequently employed throughout the next two sections, chosen based on
their suitability. Also note that it follows from the definition that C is a nonnegative symmetric matrix.

Note that, it follows from (DefC-2) that, for every x € min(P,down),
Z Cyy = a)({xﬁ | E(T,k—i—l)}) = a)(x)a)(fP—x,k),

YE€Zdown

Y Coy = o({xB[E(P.K)}) = o(x)0(P—xk—1).

YEZyp

(14.2)

Similarly, for every x € max(P,up),

Y Coy =o{Bx|E(Ph)}) = o(P—xk),

y EZdown

Y Cy=o({Bx|&(Phk-1)}) = 0(P—xk—1).

YE€LZyp

(14.3)

Let f.g € R? be the indicator vector of Zgown and Zyp, respectively. It follows from (14.2) and (14.3)
that

(£,C(P,k)g) = No(P,k), (£,C(P,k)f) = Ngp(P.k+1),

Cf:
(g,C(P,k)g) = Ny(P,k—1), (Cfe)

where recall that N, (P, k) is the sum of m-weight of linear extensions of P such that z is the k-th smallest
element.

Let I':= (P, k) := (Q,0) be the acyclic graph with Q = Q° U Q!, where
Q= rerj0o<t<1}), Q°:=2Z

For a non-sink vertex v =1 € Q! and x € Z, the corresponding outneighbor in Q° is v\ := x.

Define the combinatorial atlas A (P, k) of dimension d corresponding to poset P, and k € {3,...,|Xp|—
1} by the acyclic graph I' and the linear algebraic data defined as follows. For each vertex v =x € Q°,
the associated matrix is

M. = o(x)C(P—x,k—1) if x € min(P,down),
"l C(®P—x,k—1) ifx € max(P,up),

6Here {xBy € £(P,k)} is the set of linear extensions & € &(P,k) such that o;; = x and ®x,,| =y The word B € X™ here
denotes 0% -+ Ofjy,,|1-
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and is equal to the zero matrix otherwise. For each vertex v =1 € Q! the associated matrix is
M: =M, = tC(P,k) + (1—-1)C(P,k—1),

and the associated vector h:=h, € R? is defined to have coordinates

b {z if X € Zaown »

I—t if x€Zy.

Finally, let the linear transformation T® : RY — R? associated to the edge (v, yi) ), be

(T<X>V) = Vy ?f y € supp(M),
Y vy if y€Z\supp(M).

14.3 Properties of the matrix C(P, k)

In this subsection we gather properties of the matrix C(P,k) that will be used in this paper.

Lemma 14.1. Let P be a poset, and let and let k € {2,...,|Xp| — 1} such that N(P,k) > 0. Then
* The support of C(P,k) is equal to min(P,down) Umax(P,up), and

* The matrix C(P,k) is irreducible when restricted to the support.

Proof. Let n:= |Xp|. It follows from (DefC-1) that the support of C (P, k) is a subset of min(P,down) U
max(P,up). Now note that, since N(P,k) > 0, there exists a linear extension @ = x;---x, € E(Pk),
and note that x| = (X1) oy, € min(P,down) and x, = (x,),, € max(P,up). Now, let y be an arbitrary
element of min(P,down)Umax(P,up). For the first claim it suffices to show that y € supp (C(P,k)),
and for the second claim it suffices to show that that y is contained in the same irreducible component (of
the matrix C(P,k)) as (x1)down and (X, )up.

By switching to the dual poset in (14.1) if necessary, we will without loss of generality assume
that y = ygown € min(P,down). Let o’ be the linear extension obtained from & by demoting y to be the
smallest element, i.e.

[ .
O :=YyX] - Xj—1Xj+1" " Xp, where o =:x;-- “Xi—1YXix1 Xy

Note that o' is still a linear extension of P since y is a minimal element of . Now note that either
o € E(P,k) or a' € E(P,k+1). In the first case we then have (C(P,k))yy, > 0, so y is contained in
the support of C(P,k) and is in the same irreducible component as x,,. In the second case we then have
(C(P,k))yx, >0, s0yis contained in the support of C(P,k) and is in the same irreducible component at
x1. This completes the proof. O

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 124


https://jamathr.org

LOG-CONCAVE POSET INEQUALITIES

Lemma 14.2. Let P be a poset, and let k € {3,...,|Xp| — 1} such that N(P,k) >0 and N(P,k—1) > 0.
Then, for every x € min(P,down) Umax(P,up),

N(P—x,k—1) > 0.

Proof. By switching to the dual poset in (14.1) if necessary, we will without loss of generality assume that
X = Xdown € min(P,down). By assumption there exists linear extensions o € E(P,k—1) and B € E(P, k)
. Let &’ and B’ be the linear extension of P obtained from o and by demoting x to be the smallest
element, respectively. It then follows that o’ € E(P,k—1)UE(P,k) and B’ € E(P,k)UE(P,k+1). If
o' € E(P,k) then we are done, as removing the smallest element from o’ (which is x) will give us a linear
extension in &(P —x,k—1). If B’ € E(P,k) then we are also done, as removing the smallest element
from B’ (which is x) will give us a linear extension in &(P —x,k— 1). So we assume that o’ € E(P,k—1)
and B’ € E(Pk+1).

This assumption implies that there exists y € Xp which appears to the right of z in o/, but appears to
the left of z in B’. This in turn implies that y is incomparable to z in P. Now, let j be the smallest integer
in the set

{i: xj||z inP,k<i<|Xp|},

where x| ---x}, := a’. Note that this set is non-empty by the preceding argument. Let y be the linear
extension of P obtained from o’ by demoting x} to the k — 1-th position. Then y € &(P,k) and
furthermore x is the smallest element in . Then, removing the smallest element of y gives us a linear
extension in &(P —x,k — 1), and the proof is complete. O

Remark 14.3. The arguments in Lemma 14.1 and Lemma 14.2 are variations of the maximality argument
that appears in the proof of Thm 8.9 in [CPP21]. We refer to [CP23, §12.3, §14.2] for a detailed survey.

14.4 Properties of the combinatorial atlas

We now show that the atlas A(P, k) defined above, satisfies all four conditions in Theorem 6.1, namely
properties (Inh), (Proj), (T-Inv) and (K-Non). We prove these properties one by one, in the following
series of lemmas. For every lemma in this subsection we assume that P = (Xp, <) is a poset, and
ke {3,...,|Xp| — 1} such that N(P,k) > 0 and N(P,k—1) > 0.

Lemma 14.4. The atlas A(P, k) satisfies (Inh) and (Proj).

Proof. Let v=t € Q" be a non-sink vertex of I'. The property (Proj) follows directly from the definition
of T®. For (Inh), let x € supp(M). By linearity of T®, it suffices to show that, for every y € Z, we have:

M,, = (T®We,,M¥ TWh), (14.4)

where (e,)ycz is the standard basis for R?. Note that we can assume y € supp(M), as otherwise
Me, = TW e, = 0, and (14.4) then follows trivially. It then follows from Lemma 14.1 that x,y €
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min(P,down) Umax(P,up). Without loss of generality, assume that x = Xgown € Zgown and ¥ = Ydown €
Zdown, as the proofs of the other cases are analogous.

We split the proof of (14.4) into two cases. First suppose that x and y are distinct. It then follows that
T e, = ey, and

(TW e, MV TWh) = ¥ MY (TWh),

ucZ
= ) (CP-xk-1),r+ Y (CP-xk-1)), (1-1)
UEZdown UEZyp
=142 Ox) 0() O(E(P—x—y,k—1))1 + o(x) ©(y) O(E(P—x—y,k—2)) (1—1)
=mefc-1) (C(P,k))xyt + (C(Pk—1))yy (1—1) = My,

as desired.
Now suppose that x =y. Then

(TYe, MY TWh) = Y Y My (T®¥h),

WE Zgown UEZ

WX
= )Y | X C@P—xk=1)uwt+ Y (CP-xk-1), (1-1)
WGZ}down UEZdown u€Zyp
=(14.2) Z ox)ow)o(E(P—x—wk—1))t + o(x) o(w) @(E(P—x—w,k—2)) (1—1)
=mefc-1) (C(P,k))wt + (C(P,k— 1))x7x (1—1t) = My,
which completes the proof. O

Lemma 14.5. The atlas A(P,k) satisfies (T-Inv).

Proof. Let v=1t¢€ Q" be anon-sink vertex, and let a,b,c be distinct elements of supp(M). It follows
from Lemma 14.1 that a,b,c € min(P,down) Umax(P,up). Without loss of generaltiy assume that
a,b,c € min(P,low). It then follows from (DefC-1) that

MY = MY = MY = o) ob) o) o(E(P—a—b—ck—2)),

c

and the lemma follows. O

Lemma 14.6. The atlas A(P, k) satisfies (K-Non).

Proof. Let v =1t € Q' be a non-sink vertex. We need to check the condition (K-Non) for distinct
x,y € supp(M). It follows from Lemma 14.1 that x,y € min(P,down) Umax(P,up). We will without
loss of generality assume that x = xgown € min(P,down) and y = ygown € min(P,down), as the proof of
other cases are analogous.
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It follows from (DefC-1) that

My = Y O (x) ©(y) 0(w) O(E(P —x—y—w,k—2)).

wemin(P—x—y,down), w-y

Now note that, it follows from Lemma 14.1 that

supp(M) —y = (min(P,down) —y) Umax(P,up),

y
supp (MQ’)) = min(P — y,down) Umax(P — y,up),
Then, the set Fam® defined in (6.1), in this case is equal to

Fam® = supp (M<y>) \ (supp(M) — y) = min(P — y,down) \ min(P,down)
= {w € min(P —y,down) | w > y}.

This implies that

Y M= Y ook ow) oEP-x——ywk-2)

we€Fam® weFam®

- y o(x) 0(y) 0(W)O(E(P—x—y—wk—2)).

wemin(P—y,down), w>y

Taking the difference of the two equations above, we get:

My - Y Mb = y o(x) ©(y) ©(w) 0(E(P—x—y—w,k—2)).
weFam® wemin(P—x—y,down), w=y, w-x
This is clearly nonnegative, and thus (K-Non) holds, as desired. O

Lemma 14.7. Every v € Q" satisfies (Irr). Furthermore, every v =1t € Q" satisfies (h-Pos), for all
O0<r<l1.

Proof. Property (Irr) follows directly from Lemma 14.1, and Property (h-Pos) follows from the observa-
tion that h,, is a positive vector when ¢ € (0,1). O

14.5 Sink vertices are hyperbolic

Before we can apply the local-global principle, we need the following result:

Lemma 14.8. Ler P = (Xp, <) be a finite poset with |Xp| =3, let @ : X — R~ be an order-reversing
weight function. Then the matrix C(P,2) satisfies (Hyp).
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Proof. Let {x,y,z} := Xp. We index the rows and columns of C(P,2) with {Xqown,Ydown:XupsYup} -
We now split the proof of the lemma into seven cases, depending on the relative order of {x,y,z}.
First, suppose that x,y,z are incomparable to each other. Then

0 oxoly) 0 o)
C(?2) = w(x)ow(y) w(gy) w(gy) (1) (C1)
o(x) 0 1 0

We now divide xgown-row and xgown-column by @(x), and the ygqown-row and the ygqown-column by @(y).
Recall that (Hyp) is preserved under this transformation. Then the matrix becomes

1
0
1
0

S = O =

0
1
0
1

— o = O

The eigenvalues of this matrix are {2,0,0,—2}. This implies that the matrix satisfies (OPE). By
Lemma 5.3 we also have (Hyp), as desired.
Second, suppose that x < y, and z are incomparable to both elements. Then

ox)oly) 0 0 o)
P2 = PO (C2)
o(x) 00 1

Restricting the rows and columns to the support {xdown, yup}, we get

(Pe0) @),

o(x) |

This matrix has determinant
o(x) (o(y) —o(x)) <0,

where the inequality follows from @ being order-reversing. This implies that the matrix satisfies (OPE),
and thus also (Hyp), as desired.

In the remaining cases, element z is comparable to either x or y, or both. By symmetry, without loss
of generality, we assume that x < z. Third, suppose that x < z, x <y, and y||z. Then:

oWalk) 0 0 o)
P2 - PO (©3)
ox 00 0

Restricting the rows and columns to the support {xgown, yup}, we get

(m&gwcww,

This matrix has a negative determinant, so it satisfies (OPE). Thus, it also satisfies (Hyp), as desired.
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Fourth, suppose that x < z, x||y, and y||z. Then:

0 eWol 0 o)
CP2) = “’(x)o“’(y) 8 8 8 (C4)
(x) 0 0 0

By restricting the rows and columns to the support {Xdown, Ydowns yup}, followed by dividing the xgown-row
and xgown-column by @(x), and the ygown-row and the ygown-column by m(y), we get

(149

The eigenvalues of this matrix are {ﬂ ,0, V2 }, so it satisfies (OPE). Thus it also satisfies (Hyp), as

desired.
Fifth, suppose that x <z, y < z, and x || y. Then:

—_—— O

1
0
0

S O~

0 ox)oly) 0 0
CP2) = “’(x)o("<y) 8 8 8 (C5)
0 0 00

The eigenvalues of this matrix are { @(x) @(y),0,0,— o (x) ®(y)}, so it satisfies (OPE). Thus, it also
satisfies (Hyp), as desired.

For the sixth case, suppose that x < z < y. Then:
o (x)

CP,2) = (C6)

O/E\OO
N

(=i

(=il

0
0
0
The eigenvalues of this matrix are { @(x),0,0,— @(x)}, so it satisfies (OPE). Thus it also satisfies (Hyp),

as desired.
Seventh and final case, suppose that x < y < z. Then:

ox)oly) 0 0 0
0 0 0 0

CP2) = 0 00 0 (e0))
0 0 0 0

The eigenvalues of this matrix are { @(x) ®(y),0,0,0}, so it satisfies (OPE). Thus it also satisfies (Hyp),
as desired. This completes the proof. O

14.6 Proof of Theorem 1.34

We can now prove that the matrix C(P,k) is always hyperbolic.
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Proposition 14.9. Ler P = (Xp, <) be a finite poset, letk € {2,...,|Xp| — 1}, and let 0 : X — R~ be
an order-reversing weight function. Then the matrix C(P,k) satisfies (Hyp).

Proof. We will prove the proposition by induction on |Xp|. The base case |Xp| = 3 follows from
Lemma 14.8. Suppose that the claim is true for |Xp| — 1.

First note that, if N(P,k—1) =N(P,k) =N(P,k+1) =0, then C(P, k) is the zero matrix, and (Hyp)
immediately follows. So we will assume that either one of N(P,k—1),N(P,k),N(P,k+ 1) is nonzero.

We split the proof into case (1) and case (2): For case(1), suppose that at least two of the three numbers
are nonzero. Since the sequence N(P,k—1),N(P,k),N(P,k+ 1) cannot have internal zeroes (this follows
from the demotion argument in the proof of Lemma 14.2), this reduces to either N(P,k—1),N(P,k) >0
or N(P,k+1),N(P, k) > 0. By switching to the dual poset in (14.1) if necessary, we can without loss of
generality assume that N(P,k—1),N(P, k) > 0. We split the proof further into case (1a), case (1b), and
case (1c).

For case (1a), assume that k > 3. Let A(P,k) be the atlas defined in §14.2. It follows from
Lemma 14.4, 14.5, 14.6 that this atlas satisfies the assumptions of Theorem 5.2 (note that these lemmas
require k > 3). Also note that every sink vertex in QO satisfies (Hyp) by the induction assumption, as
they correspond to posets with cardinality |Xp| — 1. It then follows from Theorem 5.2 that every regular
vertex in Q! satisfies (Hyp). On the other hand, it follows from Lemma 14.7 that every v = € Q1 with
0 <t <1 is aregular vertex. This implies that, for 0 < < 1, the matrix t C(P,k) + (1 —1) C(P,k—1)
satisfies (Hyp). By taking the limit# — 0 and  — 1, we then conclude that both C(P,k) and C(P,k—1)
satisfies (Hyp), as desired.

For case (1b), assume that k = 2 and N(P,k+ 1) > 0. Then by applying the same argument as in case
(1a) to the atlas A(P,k+ 1), it follows that both C(P,k+ 1) and C(P,k) satisfies (Hyp), as desired.

For case (1c), assume that k =2 and N(P,k+ 1) = 0. The assumptions imply that Xp can be
partitioned into {x} U {z} U{T}, where x is the only element in Xp incomparable to z, and T is the
upper ideal of z in P. Also note that the support of C(P,k) is contained in {Xqown } UTp . Now suppose
that there exists y € min(7") such that x || y. Let ?" := (Xp, <) be the poset with the same ground set as
P and with <’ being obtained from < by removing the relation z < y. Now note that N(P,k+1) >0
by construction, so it follows from case (1b) that C(P’, k) satisfies (Hyp). On the other hand, it follows
from the construction that C(P,k) is equal to C(P’, k) when restricted to rows and columns indexed by
{Xdown } U Typ - Since (Hyp) is preserved under restricting to principal submatrices, we have C(P,k) also
satisfies (Hyp), as desired. Now suppose that every element 7 is ordered to be greater than x by <. This
implies that, for every y € max(P,up) N Typ,

0 E(P—x—yk—1)) = 0(E(P—yk—1)),

because x is the second smallest element in every linear extension counted by E(P—y,k—1)=E(P—y,1).
This implies that

(C(PK) g =etc-t) @(x) O(EP—x—y.k—1)) = 0(x) O(E(P—y.k—1))

=(143) O(x) Z (C(P,K) )wyp -

WEZyp

XdownYup
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Let D be the matrix obtained by deducting the xgown-row by the @(x) times the sum of the other rows,
followed by deducting the the x4own-column by the @(x) times sum of the other columns (note that this
operation preserves (Hyp)). Then it follows from the previous equation that the entries of D are given by

(C(P,k))uv ifu,veZ—x,
D)uy =10 ifueZ—xandv=x,
—0x)0(E(P—-xk—1)) fu=v=nx

It then follows that C(P, k) satisfies (Hyp) if and only if, the restriction of D to rows and columns indexed
by Ty,p, satisfies (Hyp). Now let P’ be the induced subposet of P on Xp —x. Note that C(P', k) satisfies
(Hyp) by the induction assumption. Also note that C(?',k) is equal to D when restricted to rows and
columns indexed by Ty, . Since (Hyp) is preserved under restricting to principal submatrices, it follows
that this submatrix of D also satisfies (Hyp). Combined with previous observations, we then conclude
that C(P, k) satisfies (Hyp), as desired. This completes the proof of case (1).

For case (2), suppose that exactly one of N(P,k—1),N(P,k),N(P,k+ 1) is nonzero. The proof
then splits into three subcases. For case (2a), let N(P, k) = 0 while N(P,k—1) = N(P,k+ 1) = 0. This
implies that Xp can be partitioned into SUT U {x}, where S is the lower ideal of zin P and |S| =k — 1,
and T is the upper ideal of x in P. Then the entries of C(P,k) is given by

o(x) if x € min(P,down) N Sgown, y € max(P,up) N T,

(C(Tv k))x-,y - {

0 otherwise.
By a direct computation, the eigenvalues of this matrix are A,—A4,0,...,0, where
A = |max(P,up) N Ty ) o(x).

xemin(P,down)NSgown

Thus this matrix satisfies (OPE), and so it satisfies (Hyp).

For case (2b), let N(P,k+ 1) > 0 while N(P,k— 1) = N(P,k) = 0. Let S be the lower ideal of z in
P. This implies that |S| = k, and the support of C(P, k) is contained in Sgown. Now let P’ := (Xp/, <)
be the poset with ground set Xy := SU{z} C X, and with relations <’ given by

Vax,y€S, x<'y = x<y,
Vxes, x|z

It follows from the construction that, for all x,y € Sgown,
(C(,k))

Since (Hyp) is a property that is preserved by restricting to principal submatrices, we have that C(P, k)
satisfies (Hyp) if C(P',k) also satisfies (Hyp). Also note that N(P',k—1) > 0, N(P',k) > 0. Thus by the
same argument as in case (1), it follows that C(P' k) satisfies (Hyp), which in turn implies that C(P, k)
satisfies (Hyp).

Finally, for case (2c), let N(P,k— 1) > 0 while N(P,k+ 1) = N(P,k) = 0. This case follows by
applying the same argument as in case (2b) to the dual poset P°P in (14.1). This completes the proof. [

= &(P—S—x)(C(P k)

XdownYdown Xdown>Ydown
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Proof of Theorem 1.35. Tt follows from Proposition 14.9 that the matrix C(P, k) satisfies (Hyp), and it
follows from (Cfg) that the theorem is a special case of C(P,k) satisfying (Hyp). This completes the
proof. 0

14.7 Example of a combinatorial atlas

Let P be the poset on X = {a,b,c,d,z}, with the order given by a <b <c¢, a <z, d <c. Fix z€ P as
in Stanley’s inequality, and with uniform weight on all linear extensions. Let k = 3. Then the matrices
C(P,k) and C(P,k+ 1) are given by

1 001 0020 1 1.0 0 0 0 20
00 00 O0O0TO0OTO O 1 000 0O0O0OO
0000 O0OO0OTO0OTO 0 00 0O0O0O0OTO0OTO 0
1 000 0O0T1O0 00 0O0OOT1TO
@3 = 00 0O0O0O0OT OO0} C>.4) = 0 000 O0O0OTO0OTOf
00 0 0 O0OO0OTO0OTO O 0000 O0OO0OTO0TO 0
201 00020 2001 0030
0000 O0O0O0TO0OTO O 00 0 O0O0O0OO0OTO 0

where the rows and columns are labeled by {amin, Dmin s Cmin s min , max , Pmax , Cmax » @max } In this notation,
we have:
f: (1717171707070’0)1-7 g = (070707071717171)T'

Recall that the inner products of these two vectors with the matrix C(P,k) has the following combinatorial
interpretation by (Cfg):

{£,C(P,3)f) = N@4),  (£C(P,3)g) = N(3),  (8C(P,3)g) = N(2).
Stanley’s inequality (1.30) is equivalent to
(£,C(P.k)g)* > (£,C(P.0)f) - (g.C(P,k)g). (14.5)

In this example, we have:

and the log-concavity in Stanley’s inequality holds: 32 > 3 x 2.

14.8 Posets with belts

Let P = (X, <) be a poset with |X| = n elements. We say that P has belt at z € X if inc(z) is either
empty or a chain in P. Note that width(P) = 2 if and only if P has a belt at every element z € X. Below
we show how to strengthen Theorem 1.35 for posets with belts.
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Let o : X — R be an order-reversing weight function defined by (Rev), and fix element z € X.
Rather than use multiplicative formula (1.31) to extend @ to &, we define @ : € — R~ by the tropical
formula:

q(L) :== max{o(x) : L(x) <L(z) }. (14.6)

Theorem 14.10 (Tropical Stanley inequality for posets with belts). Let P = (X, <) be a poset with
|X| = n elements, and suppose P has a belt at z € X. Let @ : X — R~ be a positive order-reversing
weight function. Define q: & — R by the tropical formula (14.6). Then, for every 1 < k < n, we have:

Ng(k)* > Nq(k—1) - Ng(k+1), (14.7)
where Ny (k) is defined by (1.32).

More generally, let @ : Low(P) — R~ be a weight function on the set of lower ideals of the poset P.
Suppose @ satisfies the following (submodular property):

o(S+x+y) - o) < o(S+x)%, (Submod)

for all x,y € inc(z), x <y, and for all § C X such that S,S+x,S+x+y € Low(P). We can then define
q(L) := w(A), where A:={xeX :L(x)=<L(z)}. (14.8)

Theorem 14.11 (Submodular Stanley inequality for posets with belts). Let P = (X, <) be a poset with
|X| = n elements, and suppose P has a belt at z € X. Let @ : Low(P) — R~ be a positive weight

function on the set of lower ideals of P which satisfies (Submod). Define q: & — R<q by (14.8). Then,
forevery 1 <k <n, we have:

Ng(k)? > Ng(k—1) - Ny(k+1), where Ng(m) := Y qL), forall 1<m<n. (149
Leé,

Proof of Theorem 14.11. The result follows the same argument as Theorem 1.35 with two changes. First,
in the proof of Lemma 14.8, the case (C1) does not need to be verified since P has a belt. Second, the
case (C2) is instead verified through (Submod). We omit the details. ]

Proof of Theorem 14.10. The result is a direct consequence of Theorem 14.11, as the tropical weight

function in (14.6) clearly satisfies (Submod). The details are straightforward. O

15 Proof of equality conditions for linear extensions

In this section we extend and prove Theorem 1.40, see also §16.22.
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15.1 More equality

Let P = (Xp, <) be a poset on |Xp| = n elements, and let ® : X — R be the order-reversing weight.
Recall that in the notation of this section, Ny, (P, k) = N (k), with the latter as defined in (1.32).

We add two more items to Theorem 1.40 and reformulate it in terms of words, to prove a stronger
result:

Theorem 15.1 (cf. Theorem 1.40). Let P = (Xp, <) be a poset with |Xp| = n elements, and let ® : Xp —
R~ be a positive order-reversing weight function. Fix element 7 € Xp. Suppose that N (P,k) > 0. Then
the following are equivalent:

(@) Ng(P,k)? = Np(P,k—1) - Ny (P, k+1),
(b) there exists s =s(k,z) >0, s.t.

No(P,k+1) = sNy(P,k) = s> Ng(P,k—1),

(c) there exists s =s(k,z) >0, s.t.

Np(P—S—T,3) = sNu(P—-S—T,2) = s*’Ngu(P—-S—T,1)

for every lower set S and upper set T of P — z satisfying |S|=k—2, |T|=n—k—1.

(d) there exists s =s(k,z) >0, s.t. ®(xx_1) = O(xx41) =S, and for every y=1xy --- x,, € &, we have
2| X=1, 2| Xeg1-

(e) there exists s =s(k,z) >0, s.t. @(xk_1) = O(xks1) =5, f(x) >k forall x >z, and g(x) >
n—k+1 forall x <z

The direction (b) = (a) is trivial. For the direction (c) = (b), note that we have

Ny (k) = Za)(S)]E(S)| |E(T)|Np(P—-8S—-T,2), (15.1)
S,T

summed over all lower sets S and upper sets T of P — z satisfying |S| =k —2, |T| =n—k— 1. Note that
the analogous formulas also hold for N, (k+ 1). Together with (c), this implies that

1
No(k) < sNg(k—1), Np(k) < —Ng(k+1). (15.2)

s
This in turn implies that N (k)> < Ng(k—1)Ng(k+1). On the other hand, by Theorem 1.35 we
already know the inequality in the opposite direction: N (k)> > Ng(k—1)Ng(k+ 1). This implies the

equality in (15.2), which in turn implies (b), as desired.
Below we prove (a) = (¢), (¢) < (d), and (d) < (e), thus completing the proof of Theorem 15.1.
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15.2 Proof of (a) = (¢)

We start with the following preliminary result.

Lemma 15.2. Let P = (Xp, <) be a finite poset, and let @ : X — R~ be an order-reversing weight
function, and let k € {3,...,|Xp| — 1}. Suppose that there exists s > 0, such that

No(P,k+1) = sNg(P,k) = s?Ng(P,k—1) > 0.
Then, for every x € min(P),

No(P—x,k) = sNu(P—x,k—1) = s>Ng(P—x,k—2) > 0. (15.3)

Proof. Let A(?P,k) be the combinatorial atlas defined in §14.2. Let f,g € RY be the characteristic vectors
of Zgown and Zyp, respectively. Clearly, f,g is a global pair for A, i.e., they satisfy (Glob-Pos). This
allows us to apply Theorem 7.1 in the reductions below.

Let v=r=1¢c Q! It then follows from the assumptions of the lemma and (Cfg) that the vertex v
satisfies (s-Equ). Also note that v satisfies (Hyp) by Proposition 14.9. On the other hand, it is straightfor-
ward to verify that v is a functional vertex of I', i.e. it satisfies (Glob-Proj) and (h-Glob). By Theorem 7.1,
every functional target of v also satisfies (s-Equ) with the same s > 0. On the other hand, it is easy to
see that the functional targets of v include vertices of the form x € Q°, where x = xgown € min (P, down).
Hence x satisfies (s-Equ), which implies that

£,C(P—x,k—1)f) = s(E,C(P—xk—1)g) = s*(g,C((P—x,k—1)g).
It now follows from (Cfg) that
No(P—x,k) = sNu(P—x,k—1) = s*Ng(P—x,k—2).
Also note that N (P —x,k—1) > 0 by Lemma 14.1. The proof is now complete. U

We can now prove (a) = (c). Since Ny (P, k) > 0, it follows from (a) that

Ne(k+1
No(P,k+1) = sNy(P,k) = s*Ny(P,k—1) > 0  for - Notk+1) > 0.
No(k)
By applying Lemma 15.2 for kK — 2 many times, we have
Np(P—5,3) = sNu(P—S5,2) = s’Ngy(P—S,1) > 0, (15.4)

for every lower set S of P — z satisfing |S| = k — 2. Recall that n := |Xp|. Now note that, by applying
(14.1), we have that (15.4) is equivalent to

N (PP =S, n—k) = sNegoo(PP =S, n—k+1) = $>Negn(PP—S,n—k+2) > 0.  (15.5)
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By applying Lemma 15.2 for another n — k — 1 many times, (15.5) is equivalent to
Npoo (PP —S—T,1) = sNgyop (PP —S—T,2) = s*Ngo(PP—-S—T,3) > 0, (15.6)

for every upper set T of P — z satisfing |T| = n —k — 1. Finally, by applying (14.1) again, it follows that
(15.6) is equivalent to

Np(P—S8—T,3) = sNp(P—S—T,2) = s*Np(P-S—T,1) > 0,

and the proof is now complete. O

15.3 Proof of (¢c) = (d)

Let S:={x,...,x¢x—2} and T := {x442,...,X,}. Let f,g € R? be the characteristic vectors of Zgown
and Z,p, respectively. It follows from (Cfg) and (c) that

£,C(P-S—T,2)v) = s(v,C(P—-S—T,2)v) = s>(w,C(P—-S—T,2)w). (15.7)

for some s > 0.

Let z := f—sg. It follows from (15.7) that (z,C(P —S—T,2)z) = 0. By Lemma 7.2, this implies
C(P—-S—T,2) z = 0. On the other hand, the matrix C(P —S—T,2) is one of the seven matrices in
(CH—(C7) because P — S — T is a poset with three elements. From the seven matrices, only (C1) and
(C2) can have C(P —S—T,2)z = 0. Now note that in both cases we have x ||z and y||z. By a direct
calculation, in both cases we have:

CP-S-T2)z2=0 < s=o) =)

This proves (d), as desired. 0

15.4 Proof of (d) = (c)

It follows from (d), that, for every lower set S and upper set T’ of P — z satisfying |S| =k —2,
n—k—1., we have:

T|=

Np(P—S—-T,2) < sNux(P-S-T,1) and Np(P—-S-T,2) < éNw(?—S—Tﬁ), (15.8)
where s > 0 is given in (d). Summing over all such S,7 as in (15.1), we obtain:

No(k) < sNo(k—1),  Nok) < éNw(kJr . (15.9)

This implies that Ny (k)?> < Ng(k—1)Ng(k+1). On the other hand, by Theorem 1.35 we already

know the inequality in the opposite direction: Ng (k)> > Ng(k—1)Ng(k+ 1). This implies the equality
in (15.9), which in turn implies the equality in (15.8), as desired. O
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15.5 Proof of (d) < (e)

Note that both items have the same weight function assumption, which reduces the claim to the following
lemma of independent interest.

Lemma 15.3. Let P = (X, <) be a poset with |X| = n elements. Fix element z € X and suppose that
N(k) > 0. Then the following are equivalent:

() f(y) >k forall y>z and g(y) >n—k+1 forall y <z

(ii) forevery y=xi -+ x, € &, we have z||xx_1 and z||xx+1.

Proof. We first prove (i) = (ii). Suppose to the contrary that z is comparable to y := x41. Then z <y,
and it follows from (i) that f(y) > k. This implies that there are at least (k+ 1) elements in y that
appear before y, contradicting the assumption that y = x;. ;. An analogous argument shows that z is
incomparable to x;_g.

We now prove (ii) = (i). Let y € X be such that z < y, and suppose to the contrary that f(y) < k. Let
O C X be given by

Q0 :={xeX :x<z,x<y}
Note that |Q| < f(y) —1 < k—1, and that Q is a lower ideal of P. Let R C X be given by
R:={xeX:x<zorx|z}.

Note that R is a lower ideal of P, that z,y ¢ R, and that Q C R. Also note |R| =n— g(z) — 1. Since
g(z) < n—k by the assumption that N(k) > 0, it follows that |R| >k — 1.

We conclude that there exists a lower ideal U of P such that Q CU C R and |U| =k — 1. This in turn
implies that there exists a linear extension ¥y = x; --- x,, € &, such that

U={x,....01}, X =2, X1 =Y.

It then follows from (ii) that z and y are incomparable, and we get a contradiction. The same argument
shows that g(y) >n—k+1 forall y < z. This completes the proof of the lemma. O

16 Historical remarks

16.1

Unimodality is surprisingly difficult to establish even in some classical cases. For example, Sylvester in 1878
famously resolved Cayley’s 1856 conjecture on unimodality of g-binomial coefficients (Z)q using representations
of SL(2,C), see [Sylv]. In 1982, a linear algebraic deconstruction was obtained by Proctor [Pro82]. The first purely
combinatorial proof was obtained O’Hara’s [O’H90] only in 1990, while the strict unimodality for k,n —k > 8 was
proved in 2013, by the second author and Panova [PP13].

Log-concavity is an even harder property to establish. Over the years, a number of tools and techniques for
log-concavity were found, across many areas of mathematics and applications, from elementary combinatorial to
analytic, from Lie theoretic to topological. As Huh points out in [Huh18], sometimes there is only one known
approach to the problem. We refer to surveys [Bre89, Bre94, Sta89] for an overview of classical unimodality and
log-concavity results, to [Brél5] for a more recent overview emphasizing enumerative results and analytic methods,
and to [SW14] for a survey on the role of log-concavity in analysis and probability.
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16.2

Mason’s matroid log-concavity conjectures were stated in [Mas72], motivated by the earlier work and conjectures
in graph theory and combinatorial geometry. Many more similar and related conjectures were stated over the years.
Some of them became famous quickly, and some were proved quickly, see e.g. a celebrated paper by Heilmann
and Lieb [HL72] on log-concavity of the matching polynomial for a graph. On the other hand, Rota’s unimodality
conjecture was mentioned in passing in [Rota70], reiterated in [RH71, p. 209], generalized to log-concavity by
Mason and Welsh, and proved only recently (Theorem 1.1). We refer to [Ox192, §14.2] for a detailed overview of
the early work on the subject.

16.3

In modern times, the algebraic approach was pioneered by Stanley, who used the hard Lefschetz theorem to establish
the Sperner property of certain families of posets [Sta80b]. This easily implied the Erdés—Moser conjecture and
laid ground for many recent developments. In fact, Stanley’s approach was itself a rethinking of Sylvester’s proof
we mentioned above, see [Sta80a], and it was later deconstructed in [Pro82].

In the past decade, Huh and coauthors pushed the algebraic approach to resolve several conjectures which
remained open for decades. They established the hard Lefschetz theorem and the Hodge—Riemann relations in a
number of algebraic settings, which imply the log-concavity results. We will not attempt to review this work largely
because it is thoroughly surveyed in Huh’s ICM survey [Huh18]. Below is a quick recap of results used directly in
this paper.

16.4

Matroids are often associated with several important sequences, including the f-vector whose components are the
numbers I(k), and the h-vector, which can be computed by a certain linear transformation of the f-vector. Both are
coefficients of specializations of the Tutte polynomial associated with the matroid. We refer to [Bry82, BO92] for
the introduction and further references.

16.5

In their celebrated paper [AHK18], Adiprasito, Huh and Katz proved the log-concavity of the characteristic
polynomial of a matroid, which is a generalization of the graph chromatic polynomial, and a specialization
of the Tutte polynomial. They deduce the Welsh—-Mason Conjecture (1.1) indirectly, via an observation by
Brylawski [Bry77] (see also [Lenz13]). This culminated a series of previous papers [Huh12, Huh15, HK12] on the
subject (see also [AS16]).

The inequality (1.3) is the strongest of the Mason’s conjectures [Mas72]. This inequality was recently proved
independently by Brandén and Huh [BH18, BH20], and by Anari et. al [ALOV 18] in the third paper of the series.
These papers use interrelated ideas, and avoid much of the algebraic technology in [AHK18]. Let us mention a
notable application in [ALOV19] which proved that the base exchange random walk mixes in polynomial time.
This was yet another long standing open problem in the area [FM92].

16.6

Brylawski [Bry82, §6] and Dawson [Daw84, Conj. 2.5] conjectured that matroid A-vectors are log-concave. This
was resolved in [ADH20] and [BST20]. The latter paper proves a stronger version of log-concavity, while the
former proves further results for the no broken circuit (NBC) complex, another popular matroid construction,
see [Bry77].
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For how log-concavity of h-vectors implies log-concavity of f-vectors, see e.g. [Bre94, Cor. 8.4], [Bry82,
Prop. 6.13], and [Daw84, Prop. 2.71'7. As we mentioned in the Introduction (see §1.4), Lenz [Lenz11] showed
that log-concavity of the h-vector implies strict log-concavity of the f-vector. See also [DKK12] for many
low-dimensional examples.

16.7

The matroid in Example 1.12 is a special case of a matroid realizable over I, see e.g. [Ox192, §6.5]. In Exam-
ple 1.14, we consider a subclass of paving matroids defined as matroids M with girth(M) = rk(M), see [Wel76].
Our construction of Steiner matroids follows [Jer06, Kahn80]. Notably, Jerrum considers matroid corresponding to
Stn(5,8,24). We refer to [Dem68] for more on finite geometries arising in this example.

16.8

Theorem 1.15 for morphism of matroids is proved by Eur and Huh in [EH20], by extending the approach in [BH20].
The notion of the morphisms is quite elegant, and follows a long series of combinatorial papers of Las Vergnas on
the subject, which includes a definition of the Tutte polynomial in this case. We refer to [EH20] for an overview
and many references, and to [Chm21] for the extensive survey of generalizations of the Tutte polynomial to general
topological embeddings.

16.9

Discrete polymatroids are also called integral polymatroids in [Edm70], and appear in the context of discrete
convex sets [Mur03] and integral generalized permutohedra [Pos09]. We refer to [HH02] for their history and
algebraic motivation. Note that discrete polymatroids are explicitly treated in [Mur03, §4.1] and [BH20] under
the equivalent formulation of M-convex sets. They are a part the definition of Lorentzian polynomials, so in fact
weighted polymatroids and Lorentzian polynomials are closely related notions.!® Although Theorem 1.20 is not
stated in this form, it follows easily from the results in [BH20]. Indeed, we need Theorem 3.10 combined with
taking derivatives and limits in proof of Theorem 4.14, and where Theorem 2.10 is substituted with Theorem 2.30
(all in [BH20]). The details are straightforward.

16.10

We refer to [BKP20, §14] and [Pos09, §12], for the background on hypergraphical polymatroids in Example 1.22,
and further references. Note that there are many notions of “hypertree” and “hyperforest” available in the literature.
We refer to [GP14, §10.2] for a quick overview, and to [Ber89] for background on hypergraphs and more traditional
definitions.

16.11

The notion of weight function originates in statistical physics and is now standard in probability and graph theory.
In the context of graph polynomials it comes up in connection to the Potts model which is equivalent to the random
cluster model. We refer to [Sok05] for an extensive introduction, and to [Gri06] for a thorough treatment.

"There is an unfortunate typo in the statement of the Dawson’s proposition.
18The completely log-concave polynomials considered in [ALOV 18] are not necessarily homogeneous and thus more general;
they coincide with Lorentzian polynomials in the homogeneous case, see [BH20, p. 826].
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16.12

The equality conditions have long emerged an important counterpart to the inequalities, see e.g. [BB65, HLP52].
They serve as a key check on the inequality: if the equality occurs rarely or never, perhaps there is a way to sharpen
the inequality either directly or by introducing additional parameters. Strict log-concavity inequalities are especially
suggestive of possible quantitative results.

For example, in his pioneer paper [Huh12], Huh proved the log-concavity of the chromatic polynomial of a
graph, establishing several conjectures going back to [Read68]. In a followup paper [Huh15], Huh proved a strict
log-concavity conjecture of Hoggar [Hog74]. There are no explicit stronger bounds implying strict log-concavity
in the style of Theorem 1.16 and [BST20].

In the opposite direction, when there are many special cases when the inequality becomes an equality, the
equality conditions are unlikely to be very precise. It seems, this is the case of our equality conditions for
matroid log-concavity given in §1.9 (see also §1.13). In the context of this paper, the only nontrivial equality
condition known prior to this work for matroid inequalities is Theorem 1.8 proved by Murai, Nagaoka and Yazawa
in [MNY21] using an algebraic argument built on [BH20].

16.13

Greedoids were defined and heavily studied by Korte and Lovdsz as set systems on which the greedy algorithm
provably works, thus the name. They generalize matroids, which in turn generalize graphs, where the greedy
algorithm is classically defined to compute the minimal spanning tree (MST). For general greedoids, the reader
should think of the (greedy) Prim’s algorithm for the MST in undirected graphs, rather than Kruskal’s algorithm,
as a starting point of the generalization. The approach to greedoids in terms of languages goes back to original
papers. We refer to [KLS91] for a foundational monograph on the subject, and to [BZ92] for a relatively short and
digestible survey.

16.14

Antimatroids is a subclass of greedoids named after the anti-exchange property, which is a key axiom in their
definition via set systems [KLS91, §3.1]. There are many examples of antimatroids coming from graph theory
(e.g. branching process) and discrete geometry (e.g. shelling process), although poset antimatroids have a combina-
torial nature they also have some geometric aspects (see e.g. [KL.13]). Much of the terminology in the area is rather
unfortunate and can be somewhat confusing, so we refer the reader to the top of page 335 in [BZ92], which defines
classes of greedoids in terms of properties of the corresponding lattices of feasible sets. See Figure 17.1 below for
the diagram of relationships between main greedoid classes (see also [KLS91, p. 301] for a larger diagram).

16.15

Standard Young tableaux (see Example 1.27) are fundamental in algebraic combinatorics. They play a key role in
representation theory of S, and GL(N, C), and the geometry of the Grassmannian, see e.g. [Ful97] and [Sta99, §7].
Numbers f4/% = |SYT(A/u)| have an elegant Aitken—Feit determinant formula [Ait43, Feit53], see also [Sta99,
Cor. 7.16.3]. For the sequence {b;} in Example 1.27, see e.g. [FS09, Ex. VIIL5].

16.16

Enumeration of increasing arborescences (also called branchings and search trees) in Example 1.32 without
graphical constraints is common in enumerative combinatorics, see e.g. [BBL9§, FS09]. Maximal arborescences
(also called directed spanning trees) also appear in connection to the reachability problem in network theory, see
[BP83, GJ19], and can be sampled by the loop-erased random walk and its relatives, see [GP14, Wil96].
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16.17

Linear extensions of a finite poset P are in obvious bijection with maximal chains in the lattice L(P) of lower
order ideals of P. Lattice IL(?P) is always distributive, and by Birkhoff’s representation theorem (see e.g. [Sta99,
Thm 3.4.1]), every finite distributive lattice can be obtained that way. We refer to [BrW00, Tro95] for definitions
and standard results on posets and linear extensions.

16.18

Stanley’s inequality (1.30) was originally conjectured by Chung, Fishburn and Graham in [CFG80], extending
an earlier unimodality conjecture by R. Rivest (unpublished). The proof in [Sta81] is a simple application of the
Alexandrov—Fenchel inequality. Until now, no direct combinatorial proof of Stanley’s inequality was known in full
generality, although [CFG80] gives a simple proof for posets of width two (see also [CPP21]). Most recently, the
authors and Panova obtained a ¢g- and multivariate analogues of Stanley’s inequality for posets of width two [CPP21].
These notions are specific to the width two case and are incompatible with the weighted analogue (Theorem 1.35)
nor the case of posets with belts (Theorem 14.11).

16.19

The connection between linear extensions of two dimensional posets and lower order ideals of Bruhat order used
in Example 1.37 has been discovered a number of times in varying degree of generality, see [BW91, FW97] (see
also [DP18]). Statistics 3 : S, — N in that example seems different from other permutation statistics which appear
in the context of log-concavity, see e.g. [Bril5, Bre89].

Statistic ¥ on the alternating permutations in Example 1.38 is more classical. Note, however, a major difference:
while much of the literature studies permutation statistics as polynomials in N[g] whose coefficients can sometimes
form a log-concave sequence, we study values of these polynomials at fixed g € R. For more on the Euler and
Bernoulli numbers and the connection between them, see e.g. [FS09, §1V.6.1]. For log-concavity of Entringer
numbers and their generalizations, see [B+19, GHMY21].

16.20

The Alexandrov—Fenchel inequality is a classical result in convex geometry which remains mysterious despite a
number of different proofs, see e.g. [BuZ88, §20] and [Sch14, §7.3]. It generalizes the Brunn—Minkowski inequality
to mixed volumes, and has remarkable applications to the van der Waerden conjecture, see e.g. [VL82]. Let us
single out one of the original proofs by Alexandrov using polytopes [Ale38], the inspirational (independent) proofs
by Khovanskii and Teissier using Hodge theory, see [BuZ88, §27] and [Tei82], a recent concise analytic proof by
Cordero-Erausquin et al. [CKMS19], and the proof by Shenfeld and van Handel [SvH19], which partly inspired
this paper.

16.21

For geometric inequalities such as the isoperimetric inequalities, the equality conditions are classical problems
going back to antiquity (see e.g. [BuZ88, Sch14]). In many cases, the equality conditions are equally important and
are substantially harder to prove than the original inequalities. For example, in the Brunn—Minkowski inequality, the
equality conditions are crucially used in the proof of the Minkowski theorem on existence of a polytope with given
normals and facet volumes (see e.g. §7.7 and §36.1 in [Pak19]). For poset inequalities, the equality conditions are
surveyed in [Win86].
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16.22

The equality conditions for Stanley’s inequality for the case when  is uniform (Theorem 1.39), were recently
obtained by Shenfeld and van Handel in [SvH20, Thm 15.3]. They used a sophisticated geometric analysis to prove
equality conditions of the Alexandrov—Fenchel inequality for convex polytopes. We should mention that part (d)
of Theorem 15.1 is inspired by our results in [CPP21, §8] for the Kahn—Saks inequality, which in some sense are
more general. Finally, the g-analogue of the equality condition was obtained in the same paper [CPP21, Thm 1.5]
for posets of width two.

17 Final remarks and open problems

171

Unimodality is so natural, sooner or later combinatorialists start seeing it everywhere, generating a flood of
conjectures. In the spirit of the “strong law of small numbers” [Guy88], many such conjectures do in fact hold in
small examples but fail in larger cases. Sometimes, it takes years of real or CPU time until large counterexamples
are found (see e.g. [RR91]), in which case they are published. Notable unimodality disproofs can be found in
[Bjo81, Stan90, Ste07], all related to poset inequalities in some way.

Log-concavity is a stronger property than unimodality, but is also more natural. Indeed, in the absence of
symmetry there is no natural location of the mode (maximum) of the sequence. While the mode location is critical
in establishing unimodality, it is irrelevant for log-concavity. Moreover, as was pointed out in [RT88, p. 38],
log-concavity of polynomial coefficients is preserved under multiplication of polynomials, an important property
of poset polynomials. Similarly, it was shown in [Lig97] (see also [Gur(09]), that ultra-log-concavity is preserved
under convolution, yet another property of some poset polynomials.

17.2

In his discussion of influence of Rota on matroid theory, Kung writes that Rota was motivated in his unimodality
conjecture (see §16.2) in part by the mixed volumes which are “somewhat analogous” to the Whitney numbers,
see [Kung95, §3.1]. This seems extremely prescient from the point of view of this paper, as we prove matroid
log-concavity with a technology that originates in the “right” proof of the Alexandrov—Fenchel inequality. One
could argue that we inadvertently fulfilled Rota’s unstated prediction (cf. [AS16]).

17.3

As we mentioned in the introduction, traditionally matroids are viewed as a subclass of lattices, see e.g. [Ox192,
Wel76]. Similarly, greedoids are usually defined by their feasible sets a more general subclass of posets (cf. §16.13).
Thus, the title of the paper.

17.4

Our proofs in Section 5 borrows heavily from [SvH19], although they are written in a very different language
(see also Remark 5.4). According to the authors, the idea of this proof can be traced back to the work of
Lichnerowicz [Lic58], see [SVH19, §6.3] for a further discussion.

The proof of Theorem 7.1 is a modification on the argument in [Ale38], which in turn is based on [Weyl]. In the
draft of the paper, we were not aware of the connection and used a similar but longer argument. This simplification
was kindly proposed to us by Ramon van Handel (personal communication).
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17.5

In the proof of Theorem 1.31 given in §8.4, at a critical step (in the base of induction), we employed Cauchy’s
interlacing theorem. In fact, interlacing of eigenvalues is surprisingly powerful, see e.g. [Hual9, MSS15] for
notable recent applications.

17.6

As we mentioned earlier, our proof of Theorem 1.35 is inspired by the approach of Shenfeld and van Handel [SVH19].
Indeed, the mixed volumes in Alexandrov—Fenchel inequality can be converted into inner products in (Hyp), where
the vectors are given by the support functions of the polytopes. We present this proof in [CP22a]. Technically, one
can object that we assumed the diagonal entries of M are assumed to be nonnegative. In fact, this assumption is
made for convenience as nonnegativity holds in our examples, but allowing M;; to be negative does not change the
proof.

Now, it is shown in [SVH19, §5], that the corresponding matrices and vectors for simple, strongly-isomorphic
polytopes satisfy all conditions of Theorem 5.2. Note that in that setting (Pull) is always an equality, see [SVH19,
Eq. (1.2)] and [SvH20, Eq. (5.23)] for the proof. On the other hand, the inequality (Pull) can be strict in our setting.
The comparison between our proof Theorem 15.1 and the proof of Theorem 1.39 in [SVH20] is also curious and we
don’t fully understand it. We should mention the crucial use of the opposite poset P°P, which does not seem to
show up in this context. It would be interesting to find further applications in this “duality”” approach (cf. §17.15).

17.7

Although Theorem 1.8 says that there are no interesting examples of equality of log-concavity for matroids, the
examples in §1.7 suggest that the family of matroids with equality in Theorem 1.6 is rather rich. While our
Theorem 1.9 gives some natural necessary and sufficient conditions, it would be interesting to see if this description
can be used to obtain a full classification of such matroids in terms of known classes of set systems.

17.8

Our work is completely independent of the algebraic approach in [AHK18], yet some glimpses of similarity to
more recent developments are noticeable if one squints hard enough. For instance, we need the element null in
the proof of Theorem 1.31, for roughly the same technical reason that papers [B+20a, B+20b] need to use the
augmented Bergman fan in place of the (usual) Bergman fan employed in [AHK18].

17.9

The connection between our proof and Lorentzian polynomial approach is somewhat indirect to make any formal
conclusions. On the one hand, we can use combinatorial atlases to emulate everything Lorentzian polynomial do
[CP22a]. On the other hand, the atlas we construct for matroids and polymatroids is sufficiently flexible to allow
our refined inequalities. On a technical level, in notation of Section 6, the matrix K= (K;;) which arises when we
emulate Lorentzian polynomials, is always zero (cf. Remark 6.3). Thus, it would be interesting to see if the tools in
[ALOV18] and [BH20] can be modified to yield our Theorems 1.6 and 1.21.

17.10

Most recently, Brindén and Leake showed in [BL21] how to obtain the log-concavity of the characteristic
polynomial of a matroid using a purely Lorentzian polynomial approach, avoiding the use of algebra altogether.
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While it is too early to say, we intend to see if the combinatorial atlas technology can be combined with that
approach.

17.11

It would be interesting to see if one can derive Theorems 1.35 from the Alexandrov—Fenchel inequality. If this is
possible, do the tools in [SVH20] extend to prove Theorem 1.40?

17.12

In the Example 1.5, the asymptotic constant 3 /2 is probably far from tight for dense graphs, say with Q(N?) edges.
What'’s the right constant then?

17.13

When it comes to interval greedoids, there are more questions than answers. For example, since there is a Tutte
polynomial for greedoids defined in [GM97], does it make sense to define an NBC complex? Are there any log-
concavity results for characteristic polynomials in some special cases? Can one define morphism of antimatroids
or interval greedoids? Are there any other interesting classes of interval greedoids whose log-concavity is worth
studying?

17.14

Weak local greedoids introduced in §3.2 by the weak local property (WeakLoc), is a new class of greedoids. It
contains poset antimatroids, matroids, discrete polymatroids, and local poset greedoids, see Figure 17.1. We do
not consider the latter in this paper, but they play an important role in greedoid theory, see [KLS91, Ch. VII]. To
understand the relationship between weak local greedoids and local poset greedoids, note the excluded minor
characterization of local poset greedoids in [KLS91, Cor. VIL.3.2]. By contrast, weak local greedoids exclude the
same minor under contraction, but not necessarily deletion.

17.15

Let § = (X,£) be an interval greedoid, and let B C £ be the set of feasible words @ = x; - - -x; of maximum
length ¢ = rk(§). Denote by B the set of words P := x;---x;. An interval greedoid is called reversible if B°P
is the set of basis feasible words of an interval greedoid. Note that matroids, polymatroids and poset antimatroids
are examples of reversible greedoids.

Let us note that our proof of Stanley’s inequality (1.30) can be generalized to reversible interval greedoids.
Unfortunately, in the examples above the corresponding generalization of Stanley’s inequality is trivial. It would be
interesting to characterize reversible greedoids or at least find new interesting examples.

17.16

From the computational complexity point of view, one can distinguish “easy inequalities” from “hard inequalities”,
depending whether the components (or their differences) are computationally easy or hard. For example, Hoffman’s
bound (see e.g. [Big74, Thm 8.8]), relates the independence number of a graph which is NP-hard, to the ratio of
graph eigenvalues which can be computed in polynomial time. Assuming P # NP, one would expect such bound
not to be sharp in many natural cases.
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’ Greedoids ‘

Interval greedoids ‘ ’ Weak local greedoids ‘

’ Local poset greedoids ‘

’ Antimatroids ‘

’ Discrete polymatroids ‘

’ Poset antimatroids ‘ Matroids

Figure 17.1: Diagram of inclusions of greedoid classes.

By contrast, Alon’s lower bound on the number of spanning trees in regular graphs (see [Alon90]) has both
sides computable in polynomial time. This suggests that complexity approach may not necessarily capture the
mathematical difficulty of the result.

In this context, the inequalities in this paper are the “hardest” of all. For the Mason’s conjectures, even in
the simplest case of graphical matroids (Example 1.5), the number of k-forests is known to be #P-complete, see
e.g. [Wel93]. Similarly, in Stanley’s inequality (Theorem 1.34), the number of linear extensions of a poset is
#P-complete even for posets of height two or dimension two, see [BrW91, DP18§].

17.17

Another computational complexity approach to combinatorial inequalities is to understand whether their difference
of two sides is nonnegative for combinatorial reason, i.e. whether it has a combinatorial interpretation. This is a
natural question we previously discussed in [Pak19].

For example, observe that both sides in Stanley’s inequality (1.30) are #P-functions, i.e., they have a natural
combinatorial interpretation. The difference of LHS and RHS is then a function in GAPP = #P — #P. Now the
problem whether it lies in #P. Although our proof is elementary, this question remains unresolved.

Similarly, in the case of graphical matroid, the equation (1.1) also corresponds to a nonnegative function
in GAPP. Again, no combinatorial interpretation is known in this case. This is in sharp contrast, e.g., with
the Heilmann-Lieb theorem (see §16.2) on log-concavity of the matching polynomial, where a combinatorial
interpretation of the difference follows from Krattenthaler’s combinatorial proof [Kra96], see also [Pak19]. We
intend to return to this problem in the future.!”

17.18

Going back to the discussion in Foreword §1.1 and Final Remark §17.1 above, it seems, the importance of poset
log-concavity conjectures is yet to be settled. Back in 1989, Francesco Brenti wrote in this context:

19 After this paper appeared we continued our investigation in [IP22, Pak22].
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“In this author’s opinion, conjectures and open problems in mathematics are
not so much interesting and important ‘per se’ but because they are symptoms
that our knowledge is not complete in some area. Their greatest value is not
whether they are true or false but that they stimulate and lead us into deeper
knowledge.” [Bre89, p. 6]

One can disagree with these sentiments, but speaking for ourselves we certainly owe these conjectures a debt of
gratitude, as we find ourselves in the midst of unexplored territory we neither sought nor expected to discover.

Acknowledgments

We are grateful to Marcelo Aguiar, Noga Alon, Nima Anari, Andy Berget, Olivier Bernardi, June Huh, Jeff Kahn,
Jonathan Leake, Alejandro Morales, Yair Shenfeld, Hunter Spink and Cynthia Vinzant for helpful discussions and
remarks on the subject. Special thanks to Ramon van Handel for many insightful comments on the draft of the
paper, for his detailed suggestions on how to streamline the proof of Theorem 7.1, and for help with the references.
We are also thankful to Christian Ikenmeyer and Greta Panova for numerous interesting conversations on poset
inequalities, and to Joseph Kung for the personal story [Kung21] behind §17.2. We give no thanks to COVID-19,
which made writing this paper miserable.

References

[AHK18] K. Adiprasito, J. Huh and E. Katz, Hodge theory for combinatorial geometries, Annals of Math. 188
(2018), 381-452. 55,73, 138, 143

[AS16] K. Adiprasito and R. Sanyal, Whitney numbers of arrangements via measure concentration of intrinsic
volumes, preprint (2016), 9 pp.; arXiv:1606.09412. 138, 142

[Ait43] A. C. Aitken, The monomial expansion of determinantal symmetric functions, Proc. Roy. Soc. Edin-
burgh, Sect. A 61 (1943), 300-310. 140

[Ale38] A. D. Alexandrov, Zur Theorie der gemischten Volumina von konvexen Korpern IV (in German), Mat.
Sbornik 3 (1938), 227-251. 74, 141, 142

[Alon90]  N. Alon, The number of spanning trees in regular graphs, Random Structures Algorithms 1 (1990),
175-181. 145

[AS16] N. Alon and J. H. Spencer, The probabilistic method (fourth ed.), John Wiley, Hoboken, NJ, 2016,
375 pp.

[ALOV18] N. Anari, K. Liu, S. Oveis Gharan and C. Vinzant, Log-concave polynomials III: Mason’s Ultra-log-
concavity conjecture for independent sets of matroids, preprint (2018), 11 pp.; arXiv:1811.01600.
56, 73, 138, 139, 143

[ALOV19] N. Anari, K. Liu, S. Oveis Gharan and C. Vinzant, Log-concave polynomials II: High-dimensional
walks and an FPRAS for counting bases of a matroid, Annals of Math., to appear; extended abstract in
Proc. 51-st STOC, ACM, New York, 2019, 1-12. 73, 138

[ADH20] F. Ardila, G. Denham and J. Huh, Lagrangian geometry of matroids, Jour. AMS 36 (2023), 727-794.
73, 138

[BES19] S. Backman, C. Eur and C. Simpson, Simplicial generation of Chow rings of matroids, Jour. EMS, to
appear, 37 pp.; arXiv:1905.07114. 73

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 146


https://jamathr.org

[BP&3]

[BB65]

[B+19]

[Ber89]

[BBLIS]

[BST20]

[BKP20]

[Big74]
[Bjo81]
[BWOI]

[BZ92]

[B+20a]

[B+20b]

[Bril5s]

[BHIS]

[BH20]

[BL21]

[BLP20]

[Bre89]

[Bre94]

[Brwo00]

LOG-CONCAVE POSET INEQUALITIES

M. O. Ball and J. S. Provan, Calculating bounds on reachability and connectedness in stochastic
networks, Networks 13 (1983), 253-278. 140

E. F. Beckenbach and R. Bellman, Inequalities (Second ed.), Springer, New York, 1965, 198 pp. 140

C. Benedetti, R. S. Gonzdlez D’Leén, C. R. H. Hanusa, P. E. Harris, A. Khare, A. H. Morales and
M. Yip, A combinatorial model for computing volumes of flow polytopes, Trans. AMS 372 (2019),
3369-3404. 141

C. Berge, Hypergraphs, North-Holland, Amsterdam, 1989, 255 pp. 139

F. Bergeron, G. Labelle and P. Leroux, Combinatorial species and tree-like structures, Cambridge
Univ. Press, Cambridge, UK, 1998, 457 pp. 140

A. Berget, H. Spink and D. Tseng, Log-concavity of matroid A-vectors and mixed Eulerian numbers,
Duke Math. J., to appear; preprrint (2020), 29 pp.; arXiv:2005.01937. 73, 138, 140

O. Bernardi, T. Kdlmén and A. Postnikov, Universal Tutte polynomial, Adv. Math. 402 (2022), Paper
No. 108355, 74 pp. 139

N. Biggs, Algebraic graph theory, Cambridge Univ. Press, London, 1974, 170 pp. 144
A. Bjorner, The unimodality conjecture for convex polytopes, Bull. AMS 4 (1981), 187-188. 142

A. Bjorner and M. Wachs, Permutation statistics and linear extensions of posets, J. Combin. Theory A
58 (1991), 85-114. 141

A. Bjorner and G. Ziegler, Introduction to greedoids, in Matroid applications, Cambridge Univ. Press,
Cambridge, UK, 1992, 284-357. 67, 140

T. Braden, J. Huh, J. P. Matherne, N. Proudfoot and B. Wang, A semi-small decomposition of the
Chow ring of a matroid, Adv. Math. 409 (2022), Paper No. 108646, 49 pp. 73, 143

T. Braden, J. Huh, J. P. Matherne, N. Proudfoot and B. Wang, Singular Hodge theory for combinatorial
geometries, preprint (2020), 95 pp.; arXiv:2010.06088. 73, 143

P. Brindén, Unimodality, log-concavity, real-rootedness and beyond, in Handbook of enumerative
combinatorics, CRC Press, Boca Raton, FL, 2015, 437-483. 54, 137, 141

P. Brindén and J. Huh, Hodge—Riemann relations for Potts model partition functions, preprint (2018),
7 pp.; arXiv:1811.01696. 73, 138

P. Brindén and J. Huh, Lorentzian polynomials, Annals of Math. 192 (2020), 821-891. 56, 62, 73, 74,
85, 138, 139, 140, 143

P. Brindén and J. Leake, Lorentzian polynomials on cones and the Heron—Rota—Welsh conjecture,
preprint (2021), 10 pp.; arXiv:2110.00487. 143

P. Brindén, J. Leake and 1. Pak, Lower bounds for contingency tables via Lorentzian polynomials,
Israel Journal of Math., to appear, 28 pp.; arXiv:2008.05907. 73

F. Brenti, Unimodal, log-concave and Pdlya frequency sequences in combinatorics, Mem. AMS 81
(1989), no. 413, 106 pp. 54, 137, 141, 146

F. Brenti, Log-concave and unimodal sequences in algebra, combinatorics, and geometry: an update,
in Jerusalem combinatorics, AMS, Providence, RI, 1994, 71-89. 54, 137, 139

G. Brightwell and D. West, Partially ordered sets, Ch. 11 in Handbook of discrete and combinatorial
mathematics, CRC Press, Boca Raton, FL, 2000, 717-752. 141

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 147


https://jamathr.org

[Brwol]
[Bry77]
[Bry82]

[BO92]

[BuZ88]
[CP22a]

[CP22b]

[CP23]
[CPP21]

[CPP22a]

[CPP22b]

[COSWO04]

[Chm21]

[CFG80]

[CKMS19]

[Daw84]

[DKK12]

[DK21]

[Dem68]
[DP18]

[Edm70]

SWEE HONG CHAN AND IGOR PAK

G. Brightwell and P. Winkler, Counting linear extensions, Order 8 (1991), 225-247. 145
T. Brylawski, The broken-circuit complex, Trans. AMS 234 (1977), 417-433. 138

T. Brylawski, The Tutte polynomial. I. General theory, in Matroid theory and its applications, Liguori,
Naples, 1982, 125-275. 138, 139

T. Brylawski and J. Oxley, The Tutte polynomial and its applications, in Matroid applications,
Cambridge Univ. Press, Cambridge, UK, 1992, 123-225. 138

Yu. D. Burago and V. A. Zalgaller, Geometric inequalities, Springer, Berlin, 1988, 331 pp. 141

S. H. Chan and I. Pak, Introduction to the combinatorial atlas, Expo. Math. 40 (2022), 1014-1048. 73,
143

S. H. Chan and I. Pak, Correlation inequalities for linear extensions, preprint (2022), 23 pp.;
arXiv:2211.16637. 69

S. H. Chan and I. Pak, Linear extensions of finite posets, preprint (2023), 55 pages. 125

S. H. Chan, I. Pak and G. Panova, Extensions of the Kahn—Saks inequality for posets of width two,
Combinatorial Theory 3 (2023), no. 1, Paper No. 8, 34 pp. 74, 125, 141, 142

S. H. Chan, I. Pak and G. Panova, The cross—product conjecture for width two posets, Trans. AMS 375
(2022), 5923-5961. 74

S. H. Chan, I. Pak and G. Panova, Effective poset inequalities, SIAM J. Discrete Math. 37 (2023),
1842-1880.

Y. Choe, J. Oxley, A. Sokal and D. Wagner, Homogeneous multivariate polynomials with the half-plane
property, Adv. Appl. Math. 32 (2004), 88—187. 85

S. Chmutov, Topological Tutte Polynomial, in Handbook on the Tutte Polynomial and Related Topics,
to appear, CRC Press, Boca Raton, FL, 2021, 22 pp.; arXiv:1708.08132. 139

i F. R. K. Chung, P. C. Fishburn and R. L. Graham, On unimodality for linear extensions of partial
orders, SIAM J. Algebraic Discrete Methods 1 (1980), 405-410. 141

D. Cordero-Erausquin, B. Klartag, Q. Merigot and F. Santambrogio, One more proof of the Alexandrov—
Fenchel inequality, C.R. Math. Acad. Sci. Paris 357 (2019), no. 8, 676-680. 141

J. E. Dawson, A collection of sets related to the Tutte polynomial of a matroid, in Lecture Notes in
Math. 1073, Springer, Berlin, 1984, 193-204 138, 139

J. A. De Loera, Y. Kemper and S. Klee, A-vectors of small matroid complexes, Electron. J. Combin. 19
(2012), no. 1, Paper 14, 11 pp. 139

C. Defant and N. Kravitz, Friends and strangers walking on graphs, Comb. Theory 1 (2021), Paper
No. 6, 34 pp.

P. Dembowski, Finite geometries, Springer, Berlin, 1968, 375 pp. 139

S. Dittmer and I. Pak, Counting linear extensions of restricted posets, preprint (2018), 33 pp.;
arXiv:1802.06312. 141, 145

J. Edmonds, Submodular functions, matroids, and certain polyhedra, in Combinatorial Structures and
their Applications, Gordon and Breach, New York, 1970, 69-87. 139

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 148


https://jamathr.org

[EH20]

[FM92]
[Feit53]

[FWO97]

[FS09]

[Ful97]
[GHMY21]

[GMOI7]

[GP14]

[Gre81]
[Gri06]
[GI19]

[Gur09]

[Guy88]
[HLP52]

[HL72]

[HHO2]
[Hog74]

[Hual9]

[Huh12]

[Huh15]
[Huh18]

LOG-CONCAVE POSET INEQUALITIES

C. Eur and J. Huh, Logarithmic concavity for morphisms of matroids, Adv. Math. 367 (2020), 107094,
19 pp. 60, 139

T. Feder and M. Mihail, Balanced Matroids, in 24th STOC (1992), ACM, New York, 26-38. 138

W. Feit, The degree formula for the skew-representations of the symmetric group, Proc. AMS 4 (1953),
740-744. 140

S. Felsner and L. Wernisch, Markov chains for linear extensions, the two-dimensional case, in Proc. 8th
SODA (1997), 239-247. 141

P. Flajolet and R. Sedgewick, Analytic combinatorics, Cambridge Univ. Press, Cambridge, 2009,
810 pp. 140, 141

W. Fulton, Young tableaux, Cambridge Univ. Press, Cambridge, UK, 1997, 260 pp. 140

R. S. Gonzélez D’Leén, C. R. H. Hanusa, A. H. Morales and M. Yip, Column convex matrices,
G-cyclic orders, and flow polytopes, Discrete Comput. Geom. 70 (2023), 1593-1631. 141

G. Gordon and E. McMahon, Interval partitions and activities for the greedoid Tutte polynomial, Adv.
Appl. Math. 18 (1997), 33-49. 144

I. Gorodezky and 1. Pak, Generalized loop-erased random walks and approximate reachability, Random
Structures Algorithms 44 (2014), 201-223. 139, 140

J. Gregor, On quadratic Hurwitz forms, Apl. Mat. 26 (1981), 142-153. 85
G. Grimmett, The random-cluster model, Springer, Berlin, 2006, 377 pp. 139

H. Guo and M. Jerrum, A polynomial-time approximation algorithm for all-terminal network reliability,
SIAM J. Comput. 48 (2019), 964-978. 140

L. Gurvits, A short proof, based on mixed volumes, of Liggett’s theorem on the convolution of
ultra-logconcave sequences, Electron. J. Combin. 16 (2009), no. 1, Note 5, 5 pp. 142

R. K. Guy, The strong law of small numbers, Amer. Math. Monthly 95 (1988), 697-712. 142

G. H. Hardy, J. E. Littlewood and G. Pdlya, Inequalities (second ed.), Cambridge Univ. Press,
Cambridge, UK, 1952, 324 pp. 140

O.J. Heilmann and E. H. Lieb, Theory of monomer-dimer systems, Comm. Math. Phys. 25 (1972),
190-243. 138

J. Herzog and T. Hibi, Discrete polymatroids, J. Algebraic Combin. 16 (2002), 239-268. 139

S. G. Hoggar, Chromatic polynomials and logarithmic concavity, J. Combin. Theory, Ser. B 16 (1974),
248-254. 140

H. Huang, Induced subgraphs of hypercubes and a proof of the sensitivity conjecture, Annals of
Math. 190 (2019), 949-955. 143

J. Huh, Milnor numbers of projective hypersurfaces and the chromatic polynomial of graphs,
Jour. AMS 25 (2012), 907-927. 73, 138, 140

J. Huh, h-vectors of matroids and logarithmic concavity, Adv. Math. 270 (2015), 49-59. 73, 138, 140

J. Huh, Combinatorial applications of the Hodge—Riemann relations, in Proc. ICM Rio de Janeiro,
vol. IV, World Sci., Hackensack, NJ, 2018, 3093-3111. 54, 137, 138

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 149


https://jamathr.org

[HK12]

[HSW22]

[HW17]
[IP22]

[Jer06]
[Kahn80]
[KS84]
[KK91]
[KL13]

[KLS91]
[Kra96]

[Kung95]

[Kung21]
[Lenzl11]
[Lenz13]

[Lic58]

[Lig97]

[MSS15]

[Mas72]

[Mat91]

[Mez520]

[MNY21]

[Mur03]

SWEE HONG CHAN AND IGOR PAK

J. Huh and E. Katz, Log-concavity of characteristic polynomials and the Bergman fan of matroids,
Math. Ann. 354 (2012), 1103-1116. 73, 138

J. Huh, B. Schréter and B. Wang, Correlation bounds for fields and matroids, J. Eur. Math. Soc. 24
(2022), 1335-1351. 55,73

J. Huh and B. Wang, Enumeration of points, lines, planes, etc., Acta Math. 218 (2017), 297-317. 73

C. Ikenmeyer and 1. Pak, What is in #P and what is not?, preprint (2022), 82 pp.; extended abstract in
Proc. 63rd FOCS (2022); arXiv:2204.13149. 145

M. Jerrum, Two remarks concerning balanced matroids, Combinatorica 26 (2006), 733-742. 139
J. Kahn, Some non-Sperner paving matroids, Bull. LMS 12 (1980), 268. 139

J. Kahn and M. Saks, Balancing poset extensions, Order 1 (1984), 113-126.

A. Karzanov and L. Khachiyan, On the conductance of order Markov chains, Order 8 (1991), 7-15.

Yu. Kempner and V. E. Levit, Geometry of poset antimatroids, Electron. Notes Discrete Math. 40
(2013), 169-173. 140

B. Korte, L. Lovasz and R. Schrader, Greedoids, Springer, Berlin, 1991, 211 pp. 67, 140, 144

C. Krattenthaler, Combinatorial proof of the log-concavity of the sequence of matching numbers,
J. Combin. Theory, Ser. A 74 (1996), 351-354. 145

J. P. S. Kung, The geometric approach to matroid theory, in Gian-Carlo Rota on combinatorics,
Birkhéuser, Boston, MA, 1995, 604—622; available at tinyurl.com/ydsSpcbm 142

J. P. S. Kung, Letter to I. Pak (October 18, 2021), available at tinyurl.com/apu73nzw 146
M. Lenz, Matroids and log-concavity, preprint (2011), 9 pp.; arXiv:1106.2944. 55, 139

M. Lenz, The f-vector of a representable-matroid complex is log-concave, Adv. Appl. Math. 51 (2013),
543-545. 138

A. Lichnerowic, Géométrie des groupes de transformations (in French), Dunod, Paris, 1958, 193 pp.
142

T. M. Liggett, Ultra logconcave sequences and negative dependence, J. Combin. Theory, Ser. A 79
(1997), 315-325. 142

A. W. Marcus, D. A. Spielman and N. Srivastava, Interlacing families I: Bipartite Ramanujan graphs
of all degrees, Annals of Math. 182 (2015), 307-325. 143

J. H. Mason, Matroids: unimodal conjectures and Motzkin’s theorem, in Proc. Conf. Combin. Math.,
Inst. Math. Appl., Southend-on-Sea, UK, 1972, 207-220; available at tinyurl.com/7w7wjz6v 55, 138

P. Matthews, Generating a random linear extension of a partial order, Ann. Probab. 19 (1991), 1367—
1392.

I. Mez6, Combinatorics and number theory of counting sequences, CRC Press, Boca Raton, FL, 2020,
479 pp. 65

S. Murai, T. Nagaoka and A. Yazawa, Strictness of the log-concavity of generating polynomials of
matroids, J. Combin. Theory, Ser. A 181 (2021), Paper 105351, 22 pp. 57, 61, 73, 140

K. Murota, Discrete convex analysis, SIAM, Philadelphia, PA, 2003, 389 pp. 139

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 150


https://tinyurl.com/yds5pcbm
https://www.math.ucla.edu/~pak/hidden/papers/Kung-letter.pdf
https://tinyurl.com/7w7wjz6v
https://jamathr.org

[O’H90]

[Ox192]
[Pak09]

[Pak19]

[Pak22]

[PP13]

[Pos09]

[Pro82]

[Read68]
[RRI1]

[RT88]

[Rota70]

[RH71]

[SW14]

[Sch14]

[Sch03]

[SvH19]

[SvH20]

[OEIS]
[SokO05]

[Sta80a]

LOG-CONCAVE POSET INEQUALITIES

K. M. O’Hara, Unimodality of Gaussian coefficients: a constructive proof, J. Combin. Theory, Ser. A 53
(1990), 29-52. 137

J. Oxley, Matroid theory, Oxford Univ. Press, Oxford, 1992, 532 pp. 138, 139, 142

L. Pak, Lectures on discrete and polyhedral geometry, monograph draft (2009), 440 pp.; available at
math.ucla.edu/“pak/book.htm

I. Pak, Combinatorial inequalities, Notices AMS 66 (2019), 1109-1112; an expanded version of the
paper is available at tinyurl.com/py8sv5v6 74, 141, 145

I. Pak, What is a combinatorial interpretation?, preprint (2022), 58 pp.; to appear in Open Problems in
Algebraic Combinatorics, AMS, Providence, RI; arXiv:2209.06142. 145

I. Pak and G. Panova, Strict unimodality of g-binomial coefficients, C.R. Math. Acad. Sci. Paris 351
(2013), 415-418. 137

A. Postnikov, Permutohedra, associahedra, and beyond, Int. Math. Res. Not., no. 6 (2009), 1026-1106.
139

R. A. Proctor, Solution of two difficult combinatorial problems with linear algebra, Amer. Math.
Monthly 89 (1982), 721-734. 137, 138

R. C. Read, An introduction to chromatic polynomials, J. Combin. Theory 385 4 (1968), 52-71. 140

R. C. Read and G. F. Royle, Chromatic roots of families of graphs, in Graph theory, combinatorics,
and applications, vol. 2, Wiley, New York, 1991, 1009-1029. 142

R. C. Read and W. T. Tutte, Chromatic polynomials, in Selected topics in graph theory, vol. 3,
Academic Press, San Diego, CA, 1988, 15-42. 142

G.-C. Rota, Combinatorial theory, old and new, in Actes du Congres International des Mathématiciens
(Nice, 1970), Tome 3, Gauthier-Villars, Paris, 1971, 229-233. 138

G.-C. Rota and L. H. Harper, Matching theory, an introduction, in Advances in Probability and Related
Topics, vol. 1, Dekker, New York, 1971, 169-215. 138

A. Saumard and J. A. Wellner, Log-concavity and strong log-concavity: a review, Stat. Surv. 8 (2014),
45-114. 137

R. Schneider, Convex bodies: the Brunn—Minkowski theory (second ed.), Cambridge Univ. Press,
Cambridge, UK, 2014, 736 pp. 141

A. Schrijver, Combinatorial optimization. Polyhedra and efficiency, vols. A—C, Springer, Berlin, 2003,
1881 pp. 61

Y. Shenfeld and R. van Handel, Mixed volumes and the Bochner method, Proc. AMS 147 (2019),
5385-5402. 74, 85, 87, 141, 142, 143

Y. Shenfeld and R. van Handel, The extremals of the Alexandrov—Fenchel inequality for convex
polytopes, Acta Math. 231 (2023), 89-204. 70, 74, 142, 143, 144

N. J. A. Sloane, The online encyclopedia of integer sequences, oeis.org 65,70

A. D. Sokal, The multivariate Tutte polynomial (alias Potts model) for graphs and matroids, in Surveys
in combinatorics, Cambridge Univ. Press, Cambridge, UK, 2005, 173-226. 139

R. P. Stanley, Unimodal sequences arising from Lie algebras, in Lecture Notes in Pure and Applied
Math. 57, Dekker, New York, 1980, 127-136. 138

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 151


http://www.math.ucla.edu/~pak/book.htm
https://www.math.ucla.edu/~pak/papers/full-story1.pdf
http://oeis.org
https://jamathr.org

SWEE HONG CHAN AND IGOR PAK

[Sta80b] R. P. Stanley, Weyl groups, the hard Lefschetz theorem, and the Sperner property, SIAM J. Algebraic
Discrete Methods 1 (1980), 168—184. 138

[Sta81] R. P. Stanley, Two combinatorial applications of the Aleksandrov—Fenchel inequalities, J. Combin.
Theory, Ser. A 31 (1981), 56-65. 69, 73, 74, 141

[Sta&9] R. P. Stanley, Log-concave and unimodal sequences in algebra, combinatorics, and geometry, in Graph
theory and its applications, New York Acad. Sci., New York, 1989, 500-535. 54, 137

[Sta99] R. P. Stanley, Enumerative Combinatorics, vol. 1 (second ed.) and vol. 2, Cambridge Univ. Press,
2012 and 1999. 140, 141

[Sta09] R. P. Stanley, Promotion and evacuation, Electron. J. Combin. 16 (2009), no. 2, Paper 9, 24 pp.

[Stan90] D. Stanton, Unimodality and Young’s lattice, J. Combin. Theory, Ser. A 54 (1990), 41-53. 142

[Ste07] J. R. Stembridge, Counterexamples to the poset conjectures of Neggers, Stanley, and Stembridge,
Trans. AMS 359 (2007), 1115-1128. 142

[Sylv] J. J. Sylvester, Proof of the hitherto undemonstrated Fundamental Theorem of Invariants, Philosophical
Magazine 5 (1878), 178-188; available at tinyurl.com/c94pphj 137

[Tei82] B. Teissier, Bonnesen-type inequalities in algebraic geometry. I. Introduction to the problem, in
Seminar on Differential Geometry, Princeton Univ. Press, Princeton, NJ, 1982, 85-105. 141

[Tro95] W. T. Trotter, Partially ordered sets, in Handbook of combinatorics, vol. 1, Elsevier, Amsterdam, 1995,
433-480. 141

[vL82] J. H. van Lint, The van der Waerden conjecture: two proofs in one year, Math. Intelligencer 4 (1982),
no. 2, 72-77. 141

[Wel76] D.J. A. Welsh, Matroid theory, Academic Press, London, 1976, 433 pp. 59, 139, 142

[Wel93] D. J. A. Welsh, Complexity: knots, colourings and counting, Cambridge Univ. Press, Cambridge, UK,
1993, 163 pp. 145

[Weyl] H. Weyl, Uber die Starrheit der Eifliichen und konvexer Polyeder (in German), Berl. Ber. (1917),
250-266. 142

[Wil96] D. B. Wilson, Generating random spanning trees more quickly than the cover time, in Proc. 28-th
STOC, ACM, New York, 1996, 296-303. 140

[Win86] P. M. Winkler, Correlation and order, in Combinatorics and ordered sets, AMS, Providence, RI, 1986,
151-174. 141

AUTHORS

Swee Hong Chan

Department of Mathematics,

Rutgers University,

New Brunswick, NJ, USA

sweehong [dot] chan [at] rutgers [dot] edu
https://sites.math.rutgers.edu/"sc2518

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 152


http://tinyurl.com/c94pphj
https://sites.math.rutgers.edu/~sc2518
https://jamathr.org

LOG-CONCAVE POSET INEQUALITIES

Igor Pak

Department of Mathematics,

UCLA,

Los Angeles, CA, USA

pak [at] math [dot] ucla [dot] edu
https://www.math.ucla.edu/ pak

JOURNAL OF THE ASSOCIATION FOR MATHEMATICAL RESEARCH, 2(1):53-153, 2024 153


https://www.math.ucla.edu/~pak
https://jamathr.org

	Introduction
	Preliminaries
	Notation and definitions
	Cycles and paths with triangles
	Path shortening/augmenting tools

	Proof of Theorem 1.1
	Concluding remarks

